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摘要

Safeguard model（安全护栏模型）帮助大语言模型（LLM, Large Language Model）检测和

阻止有害内容，但大多数评估仍以英语为中心，忽视了语言和文化多样性。现有的多语言安全基

准测试往往依赖机器翻译的英语数据，无法捕捉低资源语言中的细微差异。

尽管东南亚（SEA, Southeast Asia）地区拥有丰富的语言多样性和独特的安全问题——从文化敏

感的政治言论到区域特有的虚假信息——东南亚语言在安全研究中仍然严重不足。要弥补这些差

距，需要由母语使用者原创编写的基准测试，以反映当地规范和危害场景。

我们推出了  SEA-SafeguardBench，这是首个经人工验证的东南亚安全基准测试，涵盖八种语

言、21,640  个样本，分为三个子集：通用（general）、真实场景（in-the-wild）和内容生成

（content generation）。



我们的基准测试实验结果表明，即使是最先进的LLM和安全护栏，在面对东南亚文化和危害场景

时仍然表现不佳，与英语文本相比性能明显下降。

1 引言

大语言模型（LLM）在问答（Zhuang  et  al.,  2023;  Monteiro  et  al.,  2024）、摘要生成

（Laban  et  al.,  2023;  Li  et  al.,  2024）和交互式对话（Zheng  et  al.,  2023;  Ameli  et  al.,

2025）等任务上表现出色。随着LLM进入实际应用，确保其安全和负责任的行为变得至关重要。

一种常见的解决方案是使用安全护栏模型来检测有害输入或过滤不安全输出，从而减少虚假信

息、阻止有害行为，同时维护道德和法律标准。Han  et  al.（2024）表明，这种模型可以大幅防

止有害回复，在英语安全基准上达到了 86.1 的 F1 分数。然而，大多数评估仍以英语为中心，这

些系统能否推广到其他语言和文化环境尚不清楚，如图1A所示。

表1：基准测试对比。 提示词（prompt）和回复（response）的数量仅针对公开集提供。

现有的安全评估主要集中在英语（Vidgen et al., 2024; Röttger et al., 2024; Chao et al., 2024;

Han et al., 2024; Ghosh et al., 2024, 2025; Xie et al., 2025; Cui et al., 2025; Li and Liu,

2025），只有少量数据集涉及多语言安全（Deng et al., 2024; Wang et al., 2024b; Kumar et

al.,  2025）。许多多语言基准测试通过机器翻译英语数据生成，验证有限。这是有问题的：机器

翻译（MT,  Machine  Translation）系统在低资源语言上表现不佳，经常产生不准确或文化不当

的翻译（Haddow et al., 2022; Merx et al., 2025; Pei et al., 2025）。因此，翻译的基准测试可

能会遗漏语言和文化上的细微差别，给人以安全对齐（safety alignment）良好的误导印象。

东南亚语言在安全研究中明显不足，尽管该地区语言多样且人口超过6.71亿（占全球人口的

8.75%）。目前没有原生的东南亚安全基准测试来检验那些声称支持这些语言的模型是否真正提

供了安全且符合文化背景的回复。现有基准测试也以通用有害内容为中心，忽视了区域特有的问

题，如文化敏感的政治言论、宗教禁忌和依赖上下文的虚假信息。东南亚安全基准测试不能简单

地从英语机器翻译而来；它必须由母语使用者原创编写，以捕捉当地的危害场景、社会规范和文

化敏感性。

基于以上差距，我们提出以下研究问题：

RQ1：语言鲁棒性。 与英语相比，安全护栏在东南亚语言上的表现一致性如何？一个鲁棒的

模型应在各语言间执行同等的安全标准。

• 
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RQ2：安全分类中的文化敏感性。 当前的安全护栏能否准确区分东南亚语境中文化上安全和

不安全的提示，反映当地规范、禁忌和危害表达？

为解答这些研究问题，我们推出了  SEA-SafeguardBench，这是首个面向东南亚语境的多语

言、文化细粒度安全基准测试。该基准涵盖7个东南亚国家的文化和语言：印度尼西亚（IN：印

尼语）、马来西亚（MS：马来语）、缅甸（MY：缅甸语）、泰国（TH：泰语）、新加坡

（TA：泰米尔语）、菲律宾（TL：塔加洛语）和越南（VI：越南语），每个实例均配有相应的英

语版本。

为回答  RQ1，我们使用现有英语安全数据集中的安全和有害主题构建了通用子集。如图1A所示，

提示词和回复通过 Google NMT（Neural Machine Translation，神经机器翻译）翻译成东南

亚语言，然后由精通英语和目标语言的标注员进行编辑，所有标注员均通过了英语水平测试。

为解答 RQ2，我们在两种设置下构建了文化子集： （I）真实场景（In-the-wild）：由母语使用

者编写的安全和不安全东南亚提示词，以捕捉真实世界的文化话题（图1B）。  （II）内容生成

（Content  generation）：请求生成文化上不安全内容的提示词，包括虚假信息和假新闻场

景，用于测试LLM能否检测和阻止此类请求（图1C）。

与之前的多语言安全基准（Deng et al., 2024; Wang et al., 2024b; Kumar et al., 2025）不同

——它们通常依赖机器翻译——我们的基准测试经过完全的人工验证，确保准确性和语言忠实度。

总体而言，我们的数据集包含  13,830 个提示词和  7,810 个回复，涵盖  1,338 个文化话题，包括

本地知识、文化规范与禁忌、信仰、区域特有敏感性以及社群或群体认同。

我们在基准测试上评估了20个模型，发现当前的安全护栏模型在东南亚语言和语境上持续表现不

佳，尽管在英语安全基准上表现良好。这凸显了当前模型对东南亚语境的理解和表征有限。

我们的贡献如下：

我们推出了 SEA-SafeguardBench。该基准测试包含 13,830 个提示词、7,810 个回复和

1,338 个文化话题，所有内容均经东南亚母语使用者审核。

与以往基准测试不同，SEA-SafeguardBench 是首个面向东南亚语境的文化基准测试，旨在

研究当地规范、禁忌和危害表达。

我们进行了大规模实验，揭示了当前LLM和安全护栏在东南亚安全评估中的差距，发现当前模

型在许多情况下仍会误分类东南亚安全话题，特别是在有害请求和有害回复方面。我们还提供

了错误分析和改进分析部分，为未来研究提供方向。

• 

• 

• 

• 
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2 SEA-SafeguardBench

图1： 我们三个子集基准测试的样例及其构建方式。我们有三个类别：(i) 全球通用安全话题，(ii)

真实场景数据集，(iii) 东南亚内容生成。

2.1 概述

表1总结了我们的  SEA-SafeguardBench  与现有基准测试之间的关键区别。大多数先前的基准测

试集中于通用英语安全。多语言基准（Wang et al., 2024b; Kumar et al., 2025）大多翻译英语

数据集，忽视了文化根植的风险和东南亚语言覆盖。RabakBench（Chua et al.,  2025）引入了

针对新加坡安全语境的文化根植提示；然而，由于其提示来源于在线论坛，该数据集主要反映人

际对话而非人机交互。相比之下，SEA-SafeguardBench  直接针对东南亚文化和安全语境，提供

七种东南亚语言的文化根植提示和回复，每种均配有英语用于跨语言评估。所有样本均由来自相

应国家的母语使用者验证或编写，确保文化真实性和语言准确性。

2.2 通用子集

为评估当前LLM如何处理通用安全话题（RQ1），我们从三个现有基准（JailbreakBench

（Chao  et  al.,  2024）、Aegis2（Ghosh  et  al.,  2024）和  WildGuardMix（Han  et  al.,

2024））中各随机抽取200个实例，然后使用专业人工翻译将提示词和回复翻译成东南亚语言，

如图1a所示。

注1：我们首先使用 Google NMT 从英语翻译到东南亚语言，以确保翻译一致性。这

很重要，因为如果让所有标注员从头开始翻译而不使用  Google  NMT，即使原句相

同，不同标注员的翻译结果也会不同。当我们使用  Google  NMT  作为初始翻译时，

根据初步结果，我们发现所有标注员严格遵循指南后的最终结果几乎相同。

在我们的指南（附录A.1）中，我们让说相应东南亚语言（以及英语）的标注员编辑提示词和回

复，使其更自然、正确、语法通顺。我们还允许标注员根据上下文将措辞改得更不礼貌、更具骚

扰性、更自然，以接近真实场景。我们将此数据集称为通用子集，如表1所示。
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2.3 文化集：真实场景

为评估东南亚语境中的文化理解（RQ2），仅使用翻译数据集是不够的，因为这些数据集并非设

计来展示LLM是否具有对东南亚文化背景的理解。为了了解LLM在东南亚文化语境中的安全程

度，我们需要一个专门设计的数据集，来衡量LLM在面对东南亚特有文化话题时，能否准确预测

提示词是安全还是不安全的。

如图1b所示，我们通过提出一个专门针对AI文化相关安全评估的新子集来解决这个问题。为构建

高质量且文化相关的数据，我们要求标注员写出与其国家相关的文化话题（完整的文化相关话题

指南见附录A.2），最终从七个东南亚国家获得了 1,338 个话题。然后，我们要求他们基于所提供

的话题，用英语和东南亚语言各写一个安全和不安全情境下的提示词。特别地，我们的标注指南

允许标注员自由编写安全和不安全提示词，只要上下文与文化话题相关即可。这些提示词代表了

人类在文化话题上会向AI提出的真实问题或请求。

2.4 文化集：内容生成

近年来，LLM的研究和实际应用集中于内容生成（Ayoobi et  al.,  2023; Acharya et al.,  2023;

Maleki  and Zhao,  2024），包括摘要生成、博客写作和假新闻生成。大多数被测试的LLM在被

提示时容易生成假新闻，包括针对东南亚文化语境的假新闻。这种不安全行为表明LLM缺乏对东

南亚文化语境的充分了解，导致它们生成虚假或有害内容。因此，评估模型的这种行为有很强的

必要性，因为这在东南亚地区尤其有害（RQ2）。

我们提出了一个以"不该做的事"为中心的文化内容生成数据集，使用特定的提示模板来诱导LLM

在东南亚语境中创建假新闻或有害内容，如图1c所示。以下是我们构建数据集的详细方法。

提示词和回复的生成。 我们编制了每个东南亚国家"不该做的事"清单，涵盖120个话题，来源于互

联网和标注员编写。然后，我们使用三个提示模板为每个条目生成提示词：(i)  提示LLM创建鼓励

人们做不该做之事的内容，(ii) 提示LLM提供这些行为的操作指南，(iii) 提示LLM创建将"不该做

的事"伪装成"应该做的事"的误导性内容（完整提示见附录C.1）。这为每个东南亚国家产生了360

个文化根植的提示词；然后我们仅选择符合标准的提示词（即提示词和回复与话题一致，且LLM

未拒绝回答）。对于每个提示词，我们使用 GPT-4o 生成英语回复。

注2：我们基于附录D.2的结果选择  GPT-4o，该结果显示  GPT  模型在生成东南亚自

然回复方面表现最佳。
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所有输出（提示词和回复）均以英语编写，然后由专业翻译人员翻译，从而实现跨语言文化理解

的评估（RQ1）。

数据标注员。 虽然我们的问题基于每个国家"不该做的事"，但这并不意味着标签始终是"不安全

的"，因为某些请求在东南亚国家可能是可接受的、合法的或无冲突的。为使标签与东南亚文化语

境一致，四名标注员对每个提示-回复对进行标注，我们使用多数投票来确定最终标签。二元选择

为：(i) 安全 和 (ii) 不安全。对于安全和不安全的标准，我们遵循先前安全护栏工作的相同方法和

定义（Inan et al., 2023; Han et al., 2024），例如违反AI安全的文本，并且我们额外提出了一

条新的安全规则：文本在传统和法规方面需对该国居民具有文化适当性（标注员指南见附录

A.3）。

有趣的是，我们发现标注员在文化相关内容上的分歧比通用话题更大。例如，批评泰国王室可能

被某些人认为是"安全的"，但被其他人认为是"不安全的"。

注3：侮辱泰国王室有法律后果，但批评王室并不违法。不过，它仍然被一些人视为

不当行为，因此这是一个主观且敏感的问题。

为处理此类情况，我们引入了"敏感"（sensitive）标签，用于可能骚扰、冲突或冒犯群体的提示

词或回复。没有明确多数意见的样本将获得此标签。标注员一致性的详细信息见附录A.4。

2.5 基准测试分析

图2： SEA-SafeguardBench 的数据统计。完整分布请参见附录A.8。

图3： 通用集和文化集的可视化。为消除语言偏差，所有样本均以英语编写，每个点代表每个国

家的文化样本，而非语言。

数据统计。 图2显示了每种语言的数据统计，每个东南亚实例均配有其英语版本用于跨语言评

估。数据集包含三个子集：

(i) 通用子集：每种语言600个提示-回复实例，共4,800个。

(ii) 内容生成（CG）文化子集：包含215个文化根植的英语提示-回复，由标注员翻译成东南亚

语言，每种东南亚语言430个实例（215个英语 + 215个翻译），七种语言共3,010个。

(iii) 真实场景（ITW）文化子集：每种东南亚语言约420–480个实例，每个配有东南亚语言和

英语版本（XX-EN），共6,020个。

• 

• 

• 
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类别分布在通用和ITW子集中是均衡的，而CG文化子集有更多敏感实例，反映了在东南亚语境中

定义有害内容的挑战（标注员一致性见附录A.4）。

数据集多样性。 为检验文化样本和通用样本之间的差异，我们使用最先进的多语言模型

multilingual-e5-large-instruct（Wang et al., 2024a）的嵌入向量，通过 t-SNE 绘制了所有英

语样本（完整实现见附录A.7）。理想情况下，即使所有输入都是英语，文化样本也应与通用样本

形成独立的聚类，反映潜在的语境差异。

图3A显示，真实场景集在文化样本和通用样本之间呈现出明显不同的聚类。我们还观察到马来-印

尼语和泰国-缅甸样本的质心重叠，凸显了基准测试和真实世界语境中的区域文化亲近性。图3B显

示内容生成集呈现不同模式，国家特定的聚类比真实场景集分离更明显。这是因为内容生成需要

更深层的文化理解，而非依赖通用子集中的关键词线索。我们还在附录A.9中探索了句法差异。

3 实验设置

设置。 安全护栏评估衡量模型将输入内容分类为安全（Safe）或有害（Harmful）的能力，测量

其区分可接受内容和潜在危险提示词或回复的有效性。我们在两个不同的任务上评估安全护栏：

提示词分类和回复分类。由于现有安全护栏只能预测安全和有害标签，我们将敏感标签在提示词

分类中映射为安全，在回复分类中映射为有害。敏感提示词被视为安全，因为它们本身并不有

害，但需要谨慎处理，可以在回复生成时处理。与敏感提示词不同，敏感回复可能仍包含风险或

模糊内容，因此我们保守地将其视为有害。

注4：为完整起见，我们在附录D.5中报告了排除敏感提示词和回复后的结果。然而，

这种配置意义有限，因为处理敏感案例是确保文化安全的核心挑战。

模型。 我们评估了各种最近发布的开源和现成安全护栏的有效性，涵盖多种参数规模（模型列表

见附录B）。我们还评估了最近发布的LLM的零样本（zero-shot）性能，详见附录C.2。除了安

全护栏评估外，我们还报告了LLM安全评估，评估开源和API模型在有害和安全提示词上的安全

回复率和拒绝率，见附录D.2。

评估指标。 与先前研究一致（Zeng et al., 2024; Inan et al., 2023），我们使用 AUPRC（Area

Under the Precision-Recall Curve，精确率-召回率曲线下面积）评估安全护栏性能，这是一个

与阈值无关的指标，评估模型在所有分类阈值范围内的性能。更高的  AUPRC  表示更有效地识别

SEA-SafeguardBench：评估东南亚语言与文化中的AI安全

第 7 页



有害输入或回复，精确率和召回率之间的权衡更好。为计算 AUPRC，我们使用代表性标记（安全

和不安全）概率的置信度分数，确保跨运行的一致结果。现成的API通常返回序数类别（如低、

中、高）或整数（如0–7）而非标记概率；我们将这些映射为数值以计算  AUPRC（见附录

B.2）。基于阈值的指标如 F1 和 FPR（False Positive Rate，假阳性率）在附录D.5中报告。

4 实验结果

表2展示了20个安全护栏模型在提示词和回复分类上的性能，以回答  RQ1（跨语言鲁棒性）和

RQ2（文化敏感性）。

表2：安全护栏性能（AUPRC：越高越好），用于提示词和回复分类任务。粗体值表示每个类别

中的最佳模型。

模

型
提示词分类 回复分类

通用 (EN/

SEA)

ITW文化 (EN/

SEA)

CG文化 (EN/

SEA)

通用 (EN/

SEA)

CG文化 (EN/

SEA)

零样本模型：

模型
通用

EN

通用

SEA

ITW-

EN

ITW-

SEA

CG-

EN

CG-

SEA

提示

词均

值

通用

EN

通用

SEA

CG-

EN

CG-

SEA

回复

均值

Gemma-3-

it 4B
89.5 86.7 96.8 94.2 59.5 51.1 79.6 85.5 83.6 63.1 58.8 72.8

Gemma-3-

it 27B
89.3 87.5 98.0 97.0 65.8 65.3 83.8 83.6 83.8 68.9 63.9 75.0

Gemma-

SEA-LION-

v4-27B

90.9 88.5 98.2 97.4 65.4 64.7 84.2 85.0 85.2 68.7 63.8 75.7

Llama-3.1-

it 8B
89.8 83.8 95.1 89.4 60.3 49.9 78.1 84.1 71.3 63.2 45.5 66.0

SEA-SafeguardBench：评估东南亚语言与文化中的AI安全

第 8 页



模型
通用

EN

通用

SEA

ITW-

EN

ITW-

SEA

CG-

EN

CG-

SEA

提示

词均

值

通用

EN

通用

SEA

CG-

EN

CG-

SEA

回复

均值

Llama-3.1-

it 70B
90.7 87.0 97.7 94.8 67.5 62.6 83.4 87.1 83.1 65.7 59.5 73.8

Llama-3.2-

it 3B
69.5 67.2 75.8 59.7 30.3 35.1 56.3 73.9 69.9 42.3 47.2 58.3

Llama-3.3-

it 70B
92.0 88.1 96.8 94.3 67.9 61.2 83.4 88.3 86.3 65.9 63.0 75.9

GPT-OSS

20B
87.9 87.1 92.0 89.8 59.7 55.3 78.6 83.8 82.2 61.4 58.7 71.5

GPT-4o 94.9 92.3 98.9 98.1 65.2 59.7 84.9 90.4 88.2 64.5 61.7 76.2

微调模型：

模型
通用

EN

通用

SEA

ITW-

EN

ITW-

SEA

CG-

EN

CG-

SEA

提示

词均

值

通用

EN

通用

SEA

CG-

EN

CG-

SEA

回复

均值

ShieldGemma

2B
83.1 79.9 95.8 90.6 53.2 51.8 75.7 79.1 73.3 51.5 47.3 62.8

ShieldGemma

9B
86.0 83.2 97.2 95.3 52.2 55.7 78.3 78.2 77.1 56.5 54.0 66.5

LlamaGuard-3

1B
90.1 81.6 91.8 86.4 45.7 33.9 71.6 82.8 69.5 58.6 48.6 64.9

LlamaGuard-3

8B
93.9 90.4 97.3 95.7 56.7 47.4 80.2 92.1 86.8 67.1 64.8 77.7

LlamaGuard-4

12B
92.6 84.6 94.6 84.7 46.0 32.4 72.5 88.1 77.2 60.9 53.6 69.9

PolyGuard-

Qwen 0.5B
91.3 75.8 97.5 82.6 40.8 32.4 70.1 77.8 64.0 53.9 43.7 59.8

92.2 85.2 98.6 94.9 53.8 41.0 77.6 80.1 77.1 67.9 61.4 71.7
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模型
通用

EN

通用

SEA

ITW-

EN

ITW-

SEA

CG-

EN

CG-

SEA

提示

词均

值

通用

EN

通用

SEA

CG-

EN

CG-

SEA

回复

均值

PolyGuard-

Qwen 8B

PolyGuard-

Ministral 8B
93.0 88.3 98.2 95.4 53.3 42.0 78.4 87.5 81.5 67.3 61.9 74.6

Qwen3Guard-

Gen 8B
94.1 90.6 96.3 95.3 55.0 45.9 79.5 91.3 89.8 72.6 72.9 81.6

LionGuard-2 85.6 72.7 95.8 78.5 46.7 41.9 70.2 73.9 63.5 47.8 40.3 56.4

X-Guard 84.0 80.7 97.0 86.1 42.5 35.1 70.9 - - - - -

API：

模型
通用

EN

通用

SEA

ITW-

EN

ITW-

SEA

CG-

EN

CG-

SEA

提

示

词

均

值

通

用

EN

通用

SEA

CG-

EN

CG-

SEA

回

复

均

值

Google

Model

Armor

79.1 72.5 86.6 75.6 40.1 33.8 64.6 67.2 60.7 69.4 59.1 64.1

Azure AI

Content

Safety

80.0 74.5 88.5 83.1 37.6 30.2 65.7 - - - - -

OpenAI

Moderation
88.0 78.3 95.3 86.4 45.5 40.3 72.3 - - - - -

LakeraGuard 82.4 72.6 88.9 76.6 30.0 37.8 64.7 - - - - -
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语言差距

安全护栏模型在东南亚语言上的表现始终低于英语，揭示了有限的跨语言泛化能力，特别是在类

型学和语言学多样的环境中。在东南亚语言中，泰米尔语和缅甸语最具挑战性，在所有评估场景

中都记录了最低的性能（完整结果见附录D.5）。

平均而言，所有模型的提示词分类性能在通用、ITW文化和CG文化子集上分别下降了  5.7、6.1

和 5.4 个 AUPRC 点。对于回复分类，我们观察到通用和CG文化子集分别下降了  5.7 和 5.8 个

AUPRC 点。这强调了 RQ1 中的问题，即安全护栏模型仅在某些语言上表现良好，主要是英语。

定性案例示例见附录D.4。

文化差距

安全护栏模型在 ITW 文化子集上通常保持稳健的表现，该子集包含意图明确但涉及区域特有引用

的提示词，如当地地标、传统节日或知名公众人物。这表明，当提示词意图明确时，仅存在区域

特有实体并不会显著削弱模型性能。

然而，在  CG  文化子集上性能大幅下降，该子集需要细微的文化理解，如对当地规范、禁忌或隐

性社会政治敏感性的了解。我们的评估揭示了提示词分类性能的大幅下降——英语下降  36.4 个

AUPRC  点，东南亚语言下降  36.2 个  AUPRC  点；回复分类也有类似的下降（分别为  21.0  和

21.2  个点）。这些不足揭示了当前安全护栏在理解区域特有禁忌方面的关键差距，这对于在东南

亚和其他文化复杂地区的有效部署至关重要。

5 错误分析与改进

本节讨论如何利用现有模型的洞察来提升当前安全护栏在我们基准测试上的表现。

5.1 分类错误分析

本节我们检验：(i)  现有安全护栏的失败模式，(ii)  提供提示词作为额外上下文如何偏置回复分

类。
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图4展示了在我们基准测试中，对四种提示-回复对类型（{安全, 有害} 提示词 × {安全, 有害} 回

复）进行评估的最佳安全护栏的混淆矩阵。Gemma-3-it  27B  展示出相反的过度防御模式的额外

结果见图16。

失败模式。 如图4A所示，LlamaGuard-3 8B 在正常设置（有提示词访问权限）下的混淆矩阵揭

示了不同的错误模式。该模型正确分类了 87% 的安全/安全（S/S）实例，在处理安全内容时表现

出较强的可靠性。然而，它在有害内容上表现困难：有害/有害（H/H）实例被误分类为  S/S

（25%）、S/H（4%）或 H/S（16%），41% 的 H/S 实例被误分类为 S/S。这种防御不足的倾向

引发安全担忧，因为相当部分的不安全输入-输出被错误地接受。

一个显著的弱点出现在处理  S/H  案例中，即有害回复配有安全提示词。对于  LlamaGuard-3

8B，超过 99% 的 S/H 实例被误分类，通常误为 S/S。这表明该模型低估了从看似无害的提示词

产生有害回复的风险。

提示词作为额外上下文的影响。 虽然提示词提供了上下文，但我们的基准测试使用单轮请求，用

户提出问题或请求内容生成。在这些情况下，回复的有害性通常从输出本身就能看出（如明确的

有害指示、虚假信息或辱骂性语言）。通过有无提示词两种条件评估回复，可以揭示安全护栏模

型是依赖提示词线索还是评估生成的内容。

比较图4A和B，我们发现提示词上下文系统性地影响了回复分类： - (i)  安全提示词导致基本一致

的输出，表明安全提示词不会显著偏置回复分类。 - (ii) 有害提示词增加了将回复分类为有害的可

能性，无论实际安全性如何。移除提示词将 H/S→H/H 误分类从 4% 降低到 1%，但将 H/H→H/

S 误分类从 16% 增加到 26%。

这些变化表明，有害提示词引入了捷径推理（shortcut  reasoning），模型基于提示词而非仔细

分析内容来标记回复为有害。

图4： 四种提示-回复对类型的混淆矩阵，分别在有（A）和无（B）提示词访问权限下进行回复分

类评估。在两种设置下，提示词分类阶段都可以访问提示词。

5.2 安全护栏中阈值的最优性

安全护栏通常被框架为离散分类问题，朴素决策阈值设为 0.5（Inan et al.,  2023; Zeng et al.,

2024; Han et al., 2024）。在本研究中，我们认为这种常见做法可能是次优的。

图5展示了三个安全护栏模型在不同阈值下的性能。分析表明，微调的安全护栏模型

（ShieldGemma 9B 和 LlamaGuard-3 8B）对阈值选择高度敏感，表现出明确的精确率-召回率

权衡。F1  分数在低阈值（约0.1）处达到峰值，随着阈值增加而恶化。这一发现表明，使用固定

0.5 阈值的常见做法通常是次优的，可能会显著低估模型性能。
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相比之下，零样本安全护栏模型 Gemma-3-it 27B 对阈值变化的敏感性极低，倾向于召回率优先

于精确率。这种召回率导向的行为限制了可调性，通常导致过度标记输入为不安全，减少了有害

内容，但牺牲了实际使用效果。

图5： 安全护栏在不同阈值下的提示词分类（上）和回复分类（下）性能。

5.3 模型在模糊案例上的行为

SEA-SafeguardBench  将提示词和回复分为三种类型：安全、敏感和有害。敏感类别代表既非明

确安全也非明确有害的模糊案例。我们检验三个安全护栏模型如何对这种模糊性进行评分，期望

它们分配中等置信度，而非将敏感内容视为明确安全或有害。

图6揭示，没有一个模型在处理敏感提示词和回复时表现出这种不确定性。它们不是分配中等置信

度分数，而是频繁产生过度自信的预测，将敏感内容视为明确安全或明确有害。这一发现凸显了

当前安全护栏模型的一个关键局限：它们在面对模糊内容时无法表达校准的不确定性。这种行为

在需要细致安全判断的实际场景中可能导致误分类并降低可信度。

图6： 不同提示类型的提示词（上）和回复（下）分类置信度分数分布。

5.4 文化感知安全护栏

我们研究了将文化感知融入模型以提高文化敏感样本性能的影响。我们在三个零样本安全护栏模

型——Gemma-SEA-LION-v4-27B、Llama-3.3-it  70B  和  GPT-4o——上进行实验，通过添加指

令要求模型在分类时考虑相应国家的文化规范（完整实现细节见附录D.6）。

如表3所示，对于已经熟悉目标文化的模型（如  Gemma-SEA-LION-v4-27B），融入文化感知带

来了明显的性能提升。相比之下，没有接触过该文化背景的模型（即 Llama-3.3-it  和 GPT-4o）

仅表现出微小或不一致的改善，表明仅靠文化指令而没有底层的区域特定预训练知识是不够的。

然而，当模型在文化相关数据上进行过预训练时——即  SEA-LION，其包含大量东南亚预训练文

本——尽管从未在安全数据上训练过，它在文化安全基准上也取得了显著提升。

表3： 添加文化感知提示后在CG子集上的性能变化（对比表2）。
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6 相关工作

6.1 安全基准测试

现有的LLM安全基准测试以英语为主，目标行为包括有害内容审核（如  OpenAIModeration

（Markov et al.,  2023）、SimpleSafetyTests（Vidgen et al.,  2024）、ToxicChat（Lin et

al.,  2023）、BeaverTails（Ji  et  al.,  2023））、过度拒绝（如  SORRY-Bench（Xie  et  al.,

2025）、OR-Bench（Cui et al., 2025）、XSTest（Röttger et al., 2024））和越狱鲁棒性（如

JailbreakBench（Chao et al., 2024））。少数基准如 WildGuardMix（Han et al., 2024）旨

在更广泛地覆盖。

多语言基准已经开始出现（如  XSafety（Wang  et  al.,  2024b）、PolyGuard（Kumar  et  al.,

2025）、MultiJail（Deng et al., 2024）、SEALBench（Shan et al., 2025）），但它们主要

依赖翻译的英语数据集，缺乏文化根植的不安全内容。近期工作纳入了本地化数据（Chua et al.,

2025;  Ng  et  al.,  2024），但仍然有限，集中于仇恨言论而非通用LLM安全。尽管有这些进展，

仍然需要一个超越表面多语言性、捕捉多样文化规范和敏感性的基准测试。

6.2 LLM中的安全性

实现LLM安全的常见技术是执行  SFT（Supervised  Fine-Tuning，有监督微调）后接  RLHF

（Reinforcement Learning from Human Feedback，基于人类反馈的强化学习）（Ouyang

et al., 2022; Glaese et al., 2022; Bai et al., 2022），但这种方法需要高昂的人工监督成本。近

期工作（Song et al., 2025; Zhao et al., 2025）探索使用奖励信号进行多语言安全对齐，但评估

仍限于翻译或高资源数据集。

另一方面，研究人员提出了在推理时过滤不安全内容的安全护栏模型，通常作为模块化安全层运

行；然而，大多数现有模型仅在英语上训练和评估（Inan  et  al.,  2023;  Zeng  et  al.,  2024;

Ghosh et al., 2024, 2025; Han et al., 2024）。PolyGuard（Kumar et al., 2025）通过结合翻

译和真实场景样本的17种语言数据集扩展了覆盖范围，近期工作使用翻译的英语数据集针对东南

亚语言（Tan et al., 2025; Shan et al., 2025）。尽管取得了进展，大多数多语言安全护栏模型仍

依赖机器翻译数据，无法捕捉文化特定的危害表达。
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7 结论

我们推出了  SEA-SafeguardBench，这是首个面向东南亚的文化根植多语言安全基准测试。与

以往主要关注语言理解的工作不同，我们的基准测试在安全关键场景中同时评估语言能力和文化

能力。

我们的实验表明： 1. 模型在文化细微的安全风险方面仍然力不从心； 2. 它们往往无法将敏感内容

与明确安全或有害的内容区分开来；  3.  将安全护栏视为固定阈值分类任务会导致次优结果；  4.

提高安全性、实用性和文化理解需要同时增强安全护栏模型和对齐的LLM。

这些发现揭示了当前安全方法的关键局限。我们希望 SEA-SafeguardBench 能够推动更具文化包

容性的安全研究，支持AI在代表性不足的地区负责任地部署。
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局限性

与其他低资源数据收集项目（Lovenia  et  al.,  2024;  Winata  et  al.,  2025;  Ng  et  al.,  2025;

Cahyawijaya  et  al.,  2025）类似，我们的工作也集中于东南亚地区的主要语言和国家，包括泰

国、越南、菲律宾、缅甸、新加坡、印度尼西亚和马来西亚。我们承认未纳入的其他国家包括文

莱、老挝、柬埔寨和东帝汶。我们无法找到通过指南资格认定的标注员来标注这些语言的基准测

试。然而，我们强调我们的基准测试可以扩展到这些语言，因为我们已经在非拉丁文字语言（如

泰语和缅甸语）上开展了工作。如果标注员可用，扩展到老挝语和高棉语是可能的。

与其他基准测试工作类似（Lovenia  et  al.,  2024;  Winata  et  al.,  2025;  Ng  et  al.,  2025;

Cahyawijaya et al., 2025; Deng et al., 2024; Wang et al., 2024b），我们没有提出缓解东南亚

安全问题的新模型。然而，我们在整个第5节中讨论了如何在我们的基准测试上取得高分。我们提

供了分类错误和文化敏感性研究，为未来在东南亚安全问题上的研究提供了有趣的方向。
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伦理声明

关于标注员详情，如附录A.5所述，我们雇用了50名说东南亚语言的标注员。我们随后进行了标注

实验，仅选择通过标注测试的标注员。此外，每位标注员的报酬为  18  美元/小时，高于平均水

平。我们还要求标注员在标注前考虑数据的敏感性，因为我们数据集中的某些样本可能对他们过

于敏感。标注员可以在不舒适时自由退出。
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