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E5MkEH; T Panuthep Tasawong 7£ Al Singapore fHAT17j A1 BRI SE AR A BT 5T

TR

Safeguard model (ZZaIP=2EA) FEIRKIESHEA (LLM, Large Language Model) il
FHIEAENE, ERZHOHETIEIENTID, B TIESISULSEN. ENZIES Z ek
MR L aS BRI SR B, ot RRIRIE 5 4Rz =

RERFIL (SEA, Southeast Asia) HIXIAF&EHIIE T ZHMEABRFHY 2 2 R — M SRR
BIBUE S IERIX A R RE R —RELIESEL B R PR ER R, EIRhNXLE =
B, TR RREEHE RS REEINR, DU e F 5.

Bl EHR T SEA-SafeguardBench, XZ2E MNEAN TRIENARME L 2EENR, K5 A5
. 21,640 DEER, RN=ATEE: JEA (general) . HIGE (in-the-wild) MANEAERK

(content generation) .
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BATREEMNA S0 45 R, B2 R LLMAI Z 248, 7R R SR e FE =
NSRRI, HIE A ELIERER T FRE,

1515

KiESHA (LLM) A% (Zhuang et al., 2023; Monteiro et al., 2024) . fZAERK
(Laban et al., 2023; Li et al., 2024) fiIxxHxN1E (Zheng et al., 2023; Ameli et al.,
2025) FES5 LRI G, FEELLMBEASKPRM A, MR 2MASHERT ARG EREE,
— i WLAIRRER 7T SRR A 2 2P AR T Fm A BSOS IR~ Z 2, MM/ ERE
B FHIEEET N, FNEFEEmE#ERE, Han et al. (2024) R, XRMERIAT DR
IEEERE, FREEZeERE KT T 86.1 B9 F1 708, &M, KL AIESE NHL, X
LERGURe O B HAME SOOI NG, WEIIAFTR,

Rl FLEMAN EE,  #R1A (prompt) FIEIE (response) AIEEEH X ATFEIR AL,

MAEMNZ 2 EEEPIEIIE (Vidgen et al., 2024; Rottger et al., 2024; Chao et al., 2024;
Han et al., 2024; Ghosh et al., 2024, 2025; Xie et al., 2025; Cui et al., 2025; Li and Liu,
2025) , REDVEHIEEWNZIES LS (Deng et al., 2024; Wang et al., 2024b; Kumar et
al., 2025) . WEZZIEEAENEIIZSEIFEREEIRAE K, RIFAR, X2AFREN: i
% (MT, Machine Translation) RHIEREIIE S FRMAME, SE AT ERSSUET Y
IENE (Haddow et al., 2022; Merx et al., 2025; Pei et al., 2025) . Ft, BHFAOHEL MR AT
RESIERIE S M ERAIZER, B NI 55 (safety alignment) REFIIRFEIZR,

REIESELZEMRFTIHENE, REZMXIESZHEADBEE6.7112 (G2
8.75%) o HRIEA IRA AR FE L2 2 FE R AR IR AL 7 MRS RX 2T = R AR 5 H IR R
T2 e E RIS, IEEENEOERAEFNENFL, BT XA R
A, ASEBUERIBUA S 1. SRBEEASHURIE PR IRE R AR L 2 FE A REfE 5
M IETEN LA RIETIOR,; e RHEEAERAIRS, DU S EE R, SRS
LU,

B DA EZER, BATRH PN RFE ]

- RQL: S8, SbMHt, ZePEEREIES LRI —BUEN? —PDEEN
RRBUN LA & AT R SR 9 22 22t

9201
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- RQ2: LZEIRPISULBUEYE, AT L 2RI X 2 AR F LIRS e B2z 2
AZEITER, RECGHIRTE, ZeMEHERIE?

NREEIXE RS, FAMEL T SEA-SafeguardBench, X2E/MEAIAR R LIHHENZ1HE
By SRR 22 e BRI, IR R 7 R B E R ASORIE S - ENEJEPEIE (IN: B[
JEiB) « kPl (MS: HRiE) | gifg (MY: gifiE) | FRE (TH: FE) . B

(TA: ZKI/RIB)  FEHEE (TL: BIM&E) MkE (VI 8EgHE) |, SD5LpscA R A
TBhRAR,

NEE RQL, FAMEHIIARIE L 2EHR RPN Z2MAE FEEE T 7, WE1AFTR,
PORAMEE @Y Google NMT (Neural Machine Translation, fHEHIAEIE) BHIERARM
WIES, A5 HRESEEMN BARTE S RPN R T4, PTAARE i 7 38K,

MEE RQ2, BAMEMAMIZE MR T kv 8: (D HEh (In-the-wild) : HBHERH
BIWE LML RREI R, DR ESE M SRR SoiEE (B1B) . (ID WA
(Content  generation) : ERAMSUE EAZEANRNTERIFE, W ERE EMEREHS
5, AT LLMBES A IUFIRE (R H2RIER (EI1C)

H52ZHiMZiES %2 (Deng et al., 2024; Wang et al., 2024b; Kumar et al., 2025) A[A]
— B B AL A B — AT RN 2 2N TRAE, MRS S B,
EVRT S, BRAMMEBIEEES 13,830 NMERIAM 7,810 NMEIE, M 1,338 N Xfbifid, fih
AHFNA, SHRTESEER. B0, XIS U DL A BE BB AIA R,
PATHEEHENNR PP 720 ME8Y) RIS T Z 2 BRITE R B L IE & MBS RRERIAR
#, REFERIEZ 2R ERIBL XiINE 7 Y A 4 rE W IE SR R RAE G R

BAI sk

- FAHEH T SEA-SafeguardBench, ZEENMNIAELE 13,830 NMERIA.L 7,810 ANMEIEH
1,338 NXALIEE, i AL R R RHE R & # %,

- S5PFEENNR AR, SEA-SafeguardBench & MAIAZR R IBHE SO HENDNR, B1E
WYY, 2R fE R,

C BATHAT T RPUESEES, R T METLLMA Z 2P AR 2 2R, AP A
RIEF 260 MR RERE T 2IES, Rl EE FIGRKNEERE T, BATERM
TEER M AIGE AT ER 77, AR 5 7],

%31
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2 SEA-SafeguardBench

B1: A=A REIEMRKRREG N HAA @ BITE=13G: (1) 2REHZ 21, (i)
Hpmidase, (i) RN AL,

2.1 ik

RS TIAH SEA-SafeguardBench S EHENIIR 2 [AIFSCHEX A, K ZESeni i B D
REFRTEREERZS, ZIE58ME (Wang et al., 2024b; Kumar et al., 2025) KZEHIFIEIE
BUESE, 20T SUEARER XS AR IE S B . RabakBench (Chua et al., 2025) 5IAT
FXPHTINIR 2 2 TES A SRR, AT, BT HARTORIE TR, EdRE F 2R
FrAtiEmIE AN B, M2 R, SEA-SafeguardBench E#EHAZRr SO fb I Z 218, Rt
CRREELTE & RSO R ATE S, SRS RIEH TSI S 1S, IrA AR HISR B
N E R RHEEHE RIS, FOR SO ESEMERIE 5 AT,

2.2 B

PG Y AT LLM AN @ 222158 (RQ1) , FAMIMN=ABEHME (JailbreakBench
(Chao et al., 2024) . Aegis2 (Ghosh et al., 2024) fil WildGuardMix (Han et al.,
2024) ) FEFENURE00 NG, ARG AT TR RIAA S BIE SR E IS,
anE1afiR,

L BATESLEEM Google NMT MICERIF2IRMILIES, DAARENRE 20t X
REZE, FOVINRIEFERNERMITERIEMAER  Google NMT, BRIM#EEAIA
A, ANERERBIEERES AR, SEAEH Google NMT {ENATAGEIER,
IRIERIP AR, BATZIFTAPRIE R8G5 i Ja R R LA R LA

FERAHHER (FRA.D A, BATEWAHNARFEILES (PARIEE) BIPRE R RIA R A
2, HEHAR B, ERE. FRADERVFRE RS b NSO ERe BN, EAR
Mt EER, DHRLEST R, BATREBGREVONEMN 74, WRI1FR,

%401
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2.3 (et HIgR

NPEARFE RS PRSI (RQ2) |, NEEHBIEEIREZ SR, FOVRERIREH R
TRRLLME & BA MR S R AVERAR, O 1 7 ARLLMAE /R SRR R 2 28
g, BMFE-NLI T EBIESE, R ELLMAER N R R SO TE GRS, GBS R
TR LRI RN Z 2,

GHENbAR, BABERIRHE — DL T T AT 2 1Pl H# SRR MR DUX AN, i
e R HOSCAUAHSR ORI, FRATTERANE RS 5 HE SRRSO GEBERI SRR IS S
far WAISRA2) |, REMNENREIEEZIRTG 1 1,338 ME, A, FATERAMTTEET At
ARG, HESCERARMILE S &5 MM L2 PRI RE. R, AT
FVFARNE R B %S Z 22 2fenin, HE B RCSSUEREHRRTA], IXEFRIARE T
NRAESACIE R b 2 AR H R EL L R R R 5K

2.4 L& B

IR, LLMAYTHAFRFISERRN FHEHF T NAE4ARK (Ayoobi et al., 2023; Acharya et al., 2023;
Maleki and Zhao, 2024) , G4HEMHMZEAN. HEGEREMEAR, KZBEMXAILLMAER
TN A 2 A BB E, G AR WS IB R EGETE . IXR R 2 T N RALLMERZ A 7R
LSRR TR, SECENTERBREEFENS, K, PHEEBRIXFT AR
BN RORIXEREIHIX LHEAEE (RQ2)

PAHRE T — D DU N DR SN A e se, i ARRE BT SoR S S LLM
TEZRFNEIE SR TP O BT ECE FAE, WELcR. PN ERIMTEEIRERTEA 7574,

POREIRIIEEER, B 7B DR E S NI MAE TEE, HER120M58, RIFTE
PRMFRE RIS . A5, BOVER= MRS FEAERTERIA: (1) $@RLLMAN#E0m)
MIEAZ < FRINE, (i) RLLMIBEOX AT NRRIERRR, (11i) JERLLM AR "z
AU Dl O S IR RN GERIR WTRC.1) o IXONEANREEES 4 7360
MAAAMERITRIA,; R BNOEFAF EPMERTTERE (RS REMEE 5588, HLLM
RIEEE) o XN TEMEURE, TAMEH GPT-40 EREIERE,

T2 BATETHRD.2INEERIERE GPT-40, Z&R TR GPT BANEA IR H
SR TT R E,

%50
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Frffmt GERAMEIE) UEERS, RIGHTLEEA GRE, MIMSEIEEE S SRR
AIPEE (RQD)

BebniiEsl, BATMNOREETSMNER " NZMEIE", HXHFARERERSREE" L2
1", RN FEEIE SRR F L E R AT RE SR IR, BTARYBICIM R, MRS5S AR r TR
B8, PURHRIE RO DN R- IR TARE,  BATEE ] 22 B0 SR s &R, —Tikf®
Hun () e M (i) ALE, NTREMAZEIbRME, P DEMEICAT 25 TOERIH R 75 A
EX (Inan et al., 2023; Han et al., 2024) , BIUNERAIZ 2HISCOR, FHHBENTHIMEL 17—
SRR RN SRR GRS T T T i o B SIS Y P (FRTE 5345 R LR 5%

A3) .

HEHZE, BATRBIANE RIS RAE LR B LB S S E R, Bilan, #tiTRE =] [E
WAL NN " Z2r", [HEEAM NN 2 2r",

13: BERREEEAEEHER, BIFESEFHF EER A, EARE—E AN
ASATH, FIHGXE W B[R,

NAEFRIEEIEDL, BAIGIAN T "BUE" (sensitive) Hr%s, MTrRIRERIL, R ELEHARTER
AR, AR BRGNS, PR R — BRI E R RA 4,

2.5 FEHETIA 53 B

2: SEA-SafeguardBench fY%EStlt, 780 MIES WA,

B3: EHISEMSUEERTRTE, NHPRES WZE, TR DERERY, SPRRERENE
RISHER, TEHRES,

BRstit, B2 7 MG S IR, SN REILSEHIIACA HE B T 5 TR S 17
fiic BREEE=17%:
- (i) AT BMES 600 MER- IR KA, 34,8001

- (if) WEER (CG) ¥4 EE215 N SUERIERSEIESER-RIE,  HFRTE A B SOR R L
BE, BAMRMEIES 4300 (21575808 + 2157 81%F) , LAES 33,0101

- (i) Hgi ATW) b7 MR TIE S 21420-480N 2, S NECA R IE S
FIEfRA (XX-EN) |, #£6,0201,

556 11
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FAAEE I TW A2 91, MCG b A E 2 HURSLH, [t 1 EAR R LB+
EXAENTRIBE FRER—BPELMERA4)

BmtE 2 Ak, RGEE SAREAFDEFAFEAR Z IS, BAERA RN 218 5 B
multilingual-e5-large-instruct (Wang et al., 2024a) MR A AR, J@IT t-SNE £ 7 a5
BAEAR (GERESZIMT A7) o FRAEIEOLT, BUMERTEM TR IS, SUAEA IR 5l A
TERIHNIERE, RIIBTERIEEZ R,

EISAR, HSsRAESCARANNE A Z A 2P AR RS, BATEM R E] S K-E
JEIEFZRE-GAEAR UL ES, (T 1 EEENS B S SRS R i X Rin . E3BE
RNAEREEMARREN, ERRENRELAELRE P HERE, XZRANEEREZ
HIREASCCTERE, TARREBOE H 8P RICBEIRZR R, BATEEN A OTIRR T HEER

3 LR E

BH, ZEeEPRIHEEERREMANE 2L N L2 (Safe) 80FF (Harmful) BIRES, MIE
HX ol B2 WA MR R R SR SR AR, TOTEM D AFERES L2 2
POREIRMPIE R, BHTIAE L2 RN Z 2MEFERE, ROTRHEUEAREETRR
SRR 2 g, (ERIE RPN A, BIBIERABINZ 2, RAETARSFHFAH
&, (HFRZEEGH, A DERE ARG, SERSERIEANFE, SUREE A RE & XL
I, R BRATIR ST O HAL A F

4 NoeBE L, A TERSRD. 5k & 7 HERRBURSR S RAATRI S RIZE R, 2R,
RAECERE AR, FOVCEBURREBZIR S Z 2RO Pk,

B, AL 7SRRI A AT TR B Z S 2R R, s MBS EE (BRYI%R
WFRB) o BABEVAE 7RI ZAMHILLMEAEHA (zero-shot) MERE, HEMIRC.2, BRT %
RGN, TR S TLLMZ 23, PFETIRMAPIRAME G E ML 2 RIA_ B2 2
A2 AR, DURD.2,

PEbTERR, SR —8 (Zeng et al., 2024; Inan et al., 2023) , F&ff#H AUPRC (Area
Under the Precision-Recall Curve, fEffiZR-BRERAL NI 22t X2—1
5RETRITER, FHMEBERIERTA 2 R EETERINMERE, &S AUPRC SRR A R0 5]
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AEMASESE, BHENERERZENEELY, AiHE AUPRC, FAMERANRRMERE (22
MAZA) MERNEGEE D, WREBITIHN R, IRAPLEE IR E 7251 (1R,
Hhy ) BB (W0-7) TARPRICHESS; Tl PROX LEm Ry EE DALHE AUPRC (b5
B.2) . ETHEEMNFEWRI F1 #1 FPR (False Positive Rate, fERFHMER) fEMf5D. 55 &,

4 g EE R
R2FR T 20N R AIE o RIAM B E 4025 ERMERE, DA% RQ1 (BBiESE&#M) M
RQ2 CZL&UEM)

2 ZEPEEGE (AUPRC: @&disf) , M HORmAMBIE SIS, HIMEIOREANS
PR R R,

Pl R [Hp=55 e S
B (EN/ ITWft (EN/ CGxfk (EN/ JEH (EN/ CGxfk (EN/
SEA) SEA) SEA) SEA) SEA)
THEARIR
» by *%i; by y;
. B @i ITW-  ITW- CG- CG- - #EH  EH  CG- CG- ME
>
EN SEA EN SEA EN SEA i EN SEA EN SEA  ¥JH
Gemma-3-
.+ 4B 89.5  86.7 96.8 94.2 59.5 511 79.6 855 83.6 63.1 588 72.8
i
Gemma-3-
) 89.3  87.5 98.0 97.0 65.8 65.3 83.8 83.6 83.8 689 639 750
1t 27B
Gemma-

SEA-LION- 909 88.5 98.2 974 654 647 842 850 852 687 638 757
v4-27B

Llama-3.1-
it 8B

89.8 83.8 951 894 603 499 781 841 71.3  63.2 455 66.0

58 11
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fén
K #H  @m  ITW- ITW- CG- CG- s HEH  EH CG- CG- ME
x>
EN SEA EN SEA EN SEA i EN SEA EN SEA ¥
Llama-3.1-
. 90.7 87.0 97.7 94.8 67.5  62.6 83.4 871 83.1  65.7 59.5 73.8
1t 70B
Llama-3.2-
- 69.5 672 75.8 59.7 | 30.3 35.1 56.3 739 699 423 47.2 58.3
i
Llama-3.3-
) 92.0 88.1 96.8 @ 94.3 67.9 61.2 834 88.3 86.3 659 63.0 759
it 70B
GPT-0SS
0B 87.9 87.1 92.0 89.8 59.7 55.3 78.6 83.8 82.2 614 58.7 715

GPT-40 949 923 989 981 @ 65.2 59.7 849 904 88.2 0645 61.7  76.2

PR :

y; by *Eﬁ; by v
- WH @A ITW-  ITW-  CG-  CG- . #EH  EH  CG- CG- ME

)

EN SEA EN SEA EN SEA i EN SEA EN SEA  ¥JE
ShieldGemma
- 83.1 799 958 90.6 @ 53.2 51.8 75.7 79.1 73.3 515 47.3 628
ShieldGemma
oB 86.0 832 97.2 953 522 557 783 782 771 56,5 54.0 66.5

LlamaGuard-3
1B 90.1  81.6 @ 91.8 86.4 457 339 71.6 82.8 69.5 58.6 48.6 64.9

LlamaGuard-3
- 93.9 904 97.3 957 56.7 474 80.2 921 86.8 671 64.8 77.7

LlamaGuard-4
198 92.6 84.6 94.6 84.7 46.0 324 725 881 77.2 60.9 53.6 69.9

PolyGuard-
Qwen 0.5B

91.3 ' 758 97.5 82.6 40.8 324 70.1 77.8 64.0 53.9 43.7 59.8

922 8.2 986 949 | 53.8 410 776 80.1 77.1 679 614 717

%90
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o
K BH @A ITW- ITW- CG- CG- s wH @M CG-  CG-  HE
i
EN SEA EN SEA EN SEA . EN SEA EN SEA Jff
PolyGuard-
Qwen 8B
PolyGuard-
o 93.0 88.3 98.2 954 53.3 42.0 784 87.5 815 67.3 619 74.6
Ministral 8B
Qwen3Guard-
Gon 8B 941 90.6 96.3 953 55.0 459 79.5 91.3 89.8 72.6 729 81.6
en

LionGuard-2 85.6 | 72.7 95.8 785 46.7 419 70.2 739 63.5 47.8 40.3 564

X-Guard 84.0  80.7 97.0 86.1 42,5 351 709 - - - - -
API:
¢
ZN i E
I
. WH @A ITW- ITW- CG-  CG- - i WA CG- CG- E
H
EN SEA EN SEA EN SEA ¥ . SEA EN SEA 1y
iz
8
Google
Model 79.1 72.5  86.6 75.6 40.1 33.8 64.6 67.2 60.7 69.4 59.1 64.1
Armor
Azure Al
Content 80.0 74.5 88.5 83.1 37.6  30.2 65.7 - - - - -
Safety
OpenAl

) 88.0 | 78.3  95.3 86.4 45,5  40.3 72.3 - - - - -
Moderation

LakeraGuard 82.4 72.6 889 76.6 30.0 37.8 064.7 - - - - -

%510 171
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(g

ZEP R RE IR 5 ERRIGRIRTI0E, R T ARINBIESZEES, RAlZER
RIANE S A2 RS, ERMIDES Y, FORRIGMaIaIGERBPYE, AR
HERICSR 1R ARAOMERE GEREEERILKRD.5) .

P E, ARSI RIE S BERETEE A, [TWSUEMCGUE T8 B3l R T 5.7, 6.1
Ml 5.4~ AUPRC i, MFEIEDL, HAEINEBAMCCLTEDAI FET 5.7 M1 5.8 D
AUPRC s, X3 T RQ1 ARy, Rl B e e S BRI R, TEREE,
TENEZR BB WD, 4,

AR

TR ITW S5 BEE R ENRM, % RS S RAEREN & X 8RH 51 H
FRRIA, WRYHAR, ZET HE B AR, IXR, MHER1a =R EIRRE, (U7X
R SHARIE RS BEHISIBRIMERE,

SR, 76 CG UL FYERERIR FRE, Z 57 SIS B g, Qo 2, 2Rk
A SBORRURMER TR, BATIHEHER THORIA D BMERER RIE R —IE R’ 36.4
AUPRC =, ZREIEE M 36.2 1 AUPRC & HEZEMAERLUN TR (55010 21.0
21.2 NR) o REREER T YIRS RIS R A SR T I CEZE R, XN T AEAR
WA HE A2 B Z X B RGHR B B

5 BRI BT vl

A THEUR A A R TR SRR T S Al 2 2P AR BT A AR

5.1 7 RERIT
AR (1) WARZEPEORMBES, () RESERIEERNESN R SanfamER = o
3’€<O

H11 T
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Ba4ferR 7 HERNTEMENAE, XPORER-mIEXRA (22, AF] RHE X {Z2, AF] [\
) BATIHEHIRAEZ 2P ERIRIEER . Gemma-3-it 27B J@as tHiHH [ A3 FE B IS X Ao
SR D6,

KB,  WE4AFTR, LlamaGuard-3 8B fEIEHIRE (AIERIAVI IR THIREENME
T ARBEIRES, ZEIEHZK T 87% MR e/&4e (S/S) L, TELH L ENENERM
HESERAYATREME, AT, EEAFNE LRUEME: §F/FA%F (H/H) EHBER 2N S/S
(25%) . S/H (4%) L H/S (16%) , 41% ) H/S SLBIHORIIZEN S/S. IXFBHEEA R K fhifa
Sz E, RS BRI 24 A - g IR 52

—PNEENEARHIELE S/H ZEHH, BIEEREREGZ2iERA, X+ LlamaGuard-3
8B, it 99% [y S/H SLBIBHR2E, WHIRHA S/S. XRIFIZEAURNL T NELUCERTERIH
AR E R R,

POREMEISN RSN, BATERIESR M 7 BT, ERAIREEINA G A SRR TR, A
PR R EIE RN AL K, EIXEEOLS, RERAEFHEE WA S eSS (iR
AEER, BREERESEES) . EEALIDRIAMRMEFTFSEE, oSN L2 s
R R ISR IC R Al 2R BRI A

FERRE4ARIB, BATZHTRIA L M XRGEHIEN 7RIS 02K - (1) ZefRiSEERA—K
M, RAZEIORANZBERERE NI, - (i) AFIORAEMN T EE 2O FER R
REME, TCIRSERRZ M, FERERIAN H/S—H/H RIIEM 4% FEIRF 1%, {HXf H/H—H/
S BRI LM 16% HEHNE] 26%,

XUV R, AESRIAS I T BB (shortcut reasoning) , AR FHR/RIAMm L4
ITNAERARIC R E N E E,

B4 PURMER EEAOURRAERE, SR (A) RUE (B) SRV AR Fif7E 5 %
K, (ERIRMRET, SERIASZMBARA LAV R,

5.2 G EIHI R

LRI EREZON B KR, AMRREEERS 0.5 (Inan et al., 2023; Zeng et al.,
2024; Han et al., 2024) . fEARWFRH, FATAIXFE WML RTRE R RILH,

BISER T =N LR A R EE YRR, TR, AR 2 e sisy
(ShieldGemma 9B #1 LlamaGuard-3 8B) *fBI{EIEEE & EHUK, R BAMITREFHR-F %
B, F1 2BAEREE (0.1 IRZIEE, BEEBREG TS, X—LZMRHA, HHEE
0.5 BIMERHE WABGEEE R, PIRES B IRGEAERE,

12 T
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M2 R, BREARZEPEER Gemma-3-it 27B X BUEZ L ATBUSIERAR, Wim T3 BRI
TRIR, IXRNE R G AIRT MRS 7RI, EE SEOLEARICM AN N Z 2, D TEE
W7, EARTE T SERME R RCR,

K5: e EArFEBE NI REZE (b)) MEE2%E (F) %k

5.3 BALEBRIRA_ LRI N

SEA-SafeguardBench Ref/RiaIMIEIE o =FRl: 24, BUBMATE, BUESEHMGRELIE
iz 2 AR A FHORMIR G, BN =2 2 PR G XA R T oy, HIEE
EfIEHEEREE, MARRBUEN TR Z 2EE,

ElofR, &AM HBEURGERIAM B Z N R HIXAARE, M2l EE
JE R, MOR SRS A AEN RN, RSN A 2R E E, X—RKBNET
HRTZ SRR — DR RIR e HE AR AN TR RIBBIER A E . XATN
£ 7 AN AT SR = R] RE F BUR 7 2R H RIS

Blo: NRTEREMITEREA (B) MEE () 2REFEIE .

5.4 LIERRAIL P

BATHR T R SN R AT DARE & S BUBFEA R RE IS, BT THE = DB EARZ A
Al Gemma-SEA-LION-v4-27B, Llama-3.3-it 70B #1 GPT-4o0— 755, @i amnts
AR BERBIAIAE 53 KI5 FEAR R [E R A ST (GEBESCERAn i IR & D.6) o

ER3FR, NTELAEBIRULIIER (W1 Gemma-SEA-LION-v4-27B) , B SCILEATHY
K THERIERERR . Mt N, R RS s mE RAUER (A Llama-3.3-it #1 GPT-40)
PERIL NS — Bk, RIS 2 5 2 I XS I SRR A5
ST, AT SR SR s BT BUIZRI —E) SEA-LION, HAEREBRrIEAIIZR
AR—REMWRELZ 28R LS, e e ek EHps 7 eEiEt.

23 BISAUEATERIGECG & ERtkRet (EaR2)
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6 HHR LA

6.1 L HLUENIA

MARLLMZ 2 EEMIADIETE N T, BT EEAEFNAEHZ (W OpenAlModeration

(Markov et al., 2023) . SimpleSafetyTests (Vidgen et al., 2024) . ToxicChat (Lin et
al., 2023) . BeaverTails (Ji et al., 2023) ) . E#E4 (40 SORRY-Bench (Xie et al.,
2025) . OR-Bench (Cui et al., 2025) . XSTest (Rottger et al., 2024) ) FIBBREHEME (0
JailbreakBench (Chao et al., 2024) ) . /PEFEEMEM WildGuardMix (Han et al., 2024) §
FEHE) 2 5

LIS HIECETH AL (A XSafety (Wang et al., 2024b) . PolyGuard (Kumar et al.,
2025) . MultiJail (Deng et al., 2024) . SEALBench (Shan et al., 2025) ) , {HEfIEE
MRS TR BRI SRE AL 2NE, TP 7 AR EdE (Chua et al.,
2025; Ng et al., 2024) , BEMHAER, £HTFMIRSIEMABEBHLLMZ &, REFIXERE,

AT E—DEBREZIESE 2SR E AU 1 A 1R,

6.2 LLMY iy 21k

SILLMZ2 2R WA Z ST SFT (Supervised Fine-Tuning, A WEME) 54 RLHF

(Reinforcement Learning from Human Feedback, T AFKKRERMIGEML:S])  (Ouyang
et al., 2022; Glaese et al., 2022; Bai et al., 2022) , {HiXfFEEES SO TEESRA, T
WITAE (Song et al., 2025; Zhao et al., 2025) RRMEHAEESHITZIES ZRMTF, HIEE
RR T Bl = R B 5

77, RN GRE TN ERZ 2NENZ 2SR @EEEMLZ 2 RIE
17; SRIM, REBENEHBAESTE LIIZRATIEL (Inan et al., 2023; Zeng et al., 2024,
Ghosh et al., 2024, 2025; Han et al., 2024) , PolyGuard (Kumar et al., 2025) j@id&5EH
BFMESE AR 7ANE S BARRY R T E SEE, T TR R s B E AR R H N R
WiEs (Tanetal., 2025; Shan et al., 2025) , RERIS Ti#tE, KZHEZIESZEPEERT
WL B EE, TR SR E I fEF RIS,
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7 &k

FAER T SEA-SafeguardBench, X2 M AR LA SUCREZ BT 22 ML, 5
DA BEOCTHE TR 5 BRI AR, FeA TR 22 22 ¢ 7 = R RN 15 5 RE RISk

&b
He/Jo

ARG RET: 1 RS 22 2 KB 7T AT SR AL 2. EMTEETE IR A
S 2 2l AEFHAEX IR, 3. BLZEFENEEBIE?FMESF 2 FBURIMER, 4.
fem et SOHTER S PR AR R N A 5 22 2 P AR RURI N 5T R LLM,

XL RN T YA Z 2 AN BIR, {172 SEA-SafeguardBench gEfSHESNHE H e fb &l
BRI, XFFATERFER BRI 7 S R,

Bt

ARG E R RIS X ERAE S BRI, A RIRHE AL,
RIPFESICBCEBETNEE LA, AREFIIR E R RIS ZHIL ),

JRBR Tk

HHMKHEFELEWETH (Lovenia et al., 2024; Winata et al., 2025; Ng et al., 2025;
Cahyawijaya et al., 2025) 280, M TIEMEHTREEMXTEESHER, EHE%R
E. BUEE. JEERE. UM, B, ENEJEVEEAI SR, B TARIARII B H AR E R A X

S, B, RHFERART DL FATTCERENEIS 15 FE BAS A E PR FSRARTIX 22 T & A B

Ko AT, FATRVAFA AN DAY RBEIXEIES, FARMEEEIRh T X8 (W

FRIGMAEEIE) FHFRT TIE, MSANERATH, ¥ REIBIIEN &SI 2 TR,

5HMIBENIX TEZL (Lovenia et al., 2024; Winata et al., 2025; Ng et al., 2025;
Cahyawijaya et al., 2025; Deng et al., 2024; Wang et al., 2024b) , B REERHERARME L
LRGSR, SR, BATHERAE ST IR T e R TR BN LB oy, BATHE
BT SRR SCBUR IR, NASKRTEARF L Z 2RI E AR IR 8L T AR 77 18],
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