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T

AESR, KiEZHA! (Large Language Models, LLMs, ABUESHA) FEAHEMA R H AR
ESHEES), £ T AN LEREIUSHIRER 278, M, LLM BRI R R Z SEig hdul,

SBURFE. (Southeast Asia, SEA) HIXHRBEIFIE S HIRRM™ER R, NIRX—REMEE
B, FAMHEH T Llama-SEA-LION-v3-8B-IT #1 Gemma-SEA-LION-v3-9B-IT W MNREIEHIZ1E
= LLM, ¥HNARMIEIES I, SEA-LION #4 LLM X#F 11 MAREIIES, 4. K5 P
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X, EEIE. @i, DKiE. R®iE. @EiE. EliE. JEEEE. RRRIEMEMRE. R0

TAEFI KR ZIE S 542701145 (Continued Pre-Training, CPT) DANE&ZHBHE M
(Instruction Fine-Tuning, IFT) . X5% (Alignment) fI#HEFH (Model Merging) %7
BlegRE, E21E S HENKPATHE SRR, BATABRIE SR AR EIE S /Y LLM Ak
BT RIHAIERE, FRATEUFETT R A, DA T 2 AR B A X,

1515

KIBSHA (LLMs) RS T HARIES 0 (Natural Language Processing, NLP) 40
AR, TEXCARAERN, BRI TS 7 SEBEERE (Brown et al., 2020; OpenAl,
2023; Dubey et al., 2024; Riviere et al., 2024; Zhang et al., 2024b; Yeo et al., 2024) . RE
LLM R/ NENGIRA, (HH A RZ B PRAER DIEETE AL (Wendler et al., 2024; Zhong
etal., 2024) .

AERE, XAERSBOREIL (SEA) FHARZBIFIE S IHIXAE LLM AT 5%, JF
I, EIE, g0 iER AR A SRR IRIE 5 ARPUTF2 DB ORI IR LLM Frscds,  filan
Llama (Dubey et al., 2024) i1 Olmo (Groeneveld et al., 2024) ., XEVIFELE/NEIES R
FAEIE & Z ARG = SRR AR M 22

AR, EAEWZUAEARGEZIES LLM 192, #la1, BLOOM (Scao et al., 2022) 5i
HEMEES R 46 MBERESREIITE LLM 2185/, Llama (Dubey et al.,
2024) . Gemma (Riviere et al., 2024) fl Qwen (EXTI[A], Yang et al., 2024a) FFEiR
LLM RYMAEHEFRATSIATZIEST LLM, ERMVIEEF, FOTEBX AR —RE
U (RUEET B H AR R P B ) AUPEREMIAT, (BLEZR B AR A AR DU F M RERA

2R,

Ah, R A GHER T SealLLMs (Nguyen et al., 2024; Zhang et al., 2024a) 1 Sailor

(Dou et al., 2024) % LLM, L[ IfRIFRETIESH LLM 28, A0, XEEMRTERERZIEOK
IRIBEFIE S FRIRM A GERRIBRFIIKRE TGS 2 —, AR RPE A 7R pE T EAth
HXAER) (10X et al., 2024; Al Products Team, 2024) .

TEASCH, FefiTiE IS £2 H — D B BdE B A AT A] 85 5 1 A s (U 2R e AR SR it ok Bk ]
f5, HI SEA-LION —— %7417 Llama-3.1-8B-Instruct #1 Gemma-2-9B 317 CPT FH{IERY
LLM, EFTHRMIIES. NERERERIE, FAMEMT 2000 (249308, AEMARMITIESH
token (IA7T) PAK 1680 Ji W HEEMIZRELIE S HIFEL-EIERN, 23lHT CPT MEIIZRP I,
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MIERBEIES FBUS BT, N 7T iETE AASZ RS FA TR FATT A2 2T
A MIT VFa] UE A& At

FAHFE SEA-HELM (Susanto et al., 2025) 1 Open LLM Leaderboard (GFi LLM Hif74%)
AT 5 7R pE T X R B LM (40 Sailor 2 (Team, 2024) #1 Seal.LMs 3
(Zhang et al., 2024a) ) HATEMENRR, FRAIOBEDAS| T &I,

PATIHY T Z DTS 5N T

- FATEAE THA LLM: Llama-SEA-LION-v3-8B-IT #1 Gemma-SEA-LION-v3-9B-IT, £id
FE O 2R DAERIAR IR AR A LI 5 MR TR 5 2 PR
- BATREAR SR TR SRREIRATEE, UENITAZIES LLM X,

2 Figimiilgy (CPT)

2.1 milgrgis

CPT EdRHAELOENAIE, 21 SHHIERIEARR, KEZ M HESIECE, ©F5F Dolma
(Soldaini et al., 2024) . FineWeb (Penedo et al., 2024) . the-stack-v2 (Lozhkov et al.,
2024) . SEA-LION-Pile (Al  Singapore, 2023) . SEA-LION-Pile-v2 (Al  Singapore,
2025) , PAMKHE  CommonCrawl (CommonCrawl, 2024) fi4ik 5l (Foundation,
2024) TFEN AU SRS,

%+ SEA-LION-Pile-v2, FAMEAFILZER fastText 1EZ 028 (Joulin et al., 2017) M
CommonCrawl WARC #dEHfiEkARmiEs (Rgifig,. @ikt e, EeiE. mfiE. i
W BoRIE, JEFREE. ZORRE. RIBNBEE) WSO, GRS eidE -k & G S S
5 FRREIES 2 —VCEE, MR IZSOR, 1Ah, FBATEMHH Trafilatura (Barbaresi,
2021) H—HIEVEEHRE,

e CPT WREAFARMILES. USHEIEZ MR RESIRELLS], FADET 7 — RN
CPT 548, HRIIZRAE N 100 {24 token, FHEEMAARLLAIRIETE, RIGHIR R ILE S 845,
R, BATHE 7T REEIRR GBI : 55% RMIES. 25% IEM 20% i token, &I
B 2000 {24 token, 7515 BIIEA token BE D IES IR R F,
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2.2 CPT inifs

BURIERE, BATER Llama-3.1-8B-Instruct (Dubey et al., 2024) f1 Gemma-2-9B (Riviere
etal., 2024) Fy CPT HYELAlEA,

NeEBEE, SIERITIE (Dou et al., 2024) , FA#H BPE-Dropout (BPE BNLEF,

Provilkov et al.,, 2020) RIEEVIZAIERERI &R, FAEH  Warmup-Stable-Decay
(WSD, FiA-FaE- =) AR ES (Hu et al., 2024) |, WA HIN B SN
H 10%, FAMEH AdamW {tfbes (Loshchilov and Hutter, 2019) , HAK¥SRILN
le-5, BRAHAVGIHERLYSFEN le-7, 28 Wortsman et al. (2024) , ¥ epsilon &H
le-15,

FAEH Composer (Team, 2021) # LLM Foundry (Team, 2022) #7002k, KA
540y FdEIEAT (Fully Sharded Data Parallel, FSDP)  (Zhao et al., 2023) , £ Amazon
Web Services (AWS) HJ/\"™ p5.48xlarge SBIlT mifISERE 1217, Llama 3.1 Al Gemma 2
BRI ZRIN TR 73502000 6 K1 10 Ko

A, Bl CPT GRS BIFR A Llama-SEA-LION-v3-8B (Llama 3.1 #5417l 2k45
A Ff1 Gemma-SEA-LION-v3-9B (Gemma 2 ¥4l Zpissl)

3 JailZ

3.1 R

HFHE2MANE NSRS Infinity-Instruct [Foundation 1 Chat] (Beijing Academy
of Artificial Intelligence, 2024) . OpenMath-Instruct 2 (Toshniwal et al., 2024) PAfKF&
ITH &/ SEA-Instruct £dE4E.

Hrr, SEA-Instruct HENMHIRIESEIRE. — MZR Magpie (Xu et al., 2024) & A
AR RS DL IR B RHEF W B THIVEE IR A, SEA-Instruct 1 SEA-Preference
BHRER 2R HE S AR A,

Kl 1: Llama-SEA-LION-v3-8B-IT Billghinfs (G 3.2.1°1W) . FIIZGmEERE 2 MRS
DI, — NFFIMERZ N EHME, BERREHME, SLLFRRATTHEL,
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3.2 JaErinift

FAMEAH LLaMaFactory (Zheng et al., 2024b) Fi#& DeepSpeed (Rasley et al., 2020) #17
FRIE4E2ME (IFT) FIXNF28, FiE IFT  BEYSSRASEIAE (Full Model  Fine-
Tuning) , HESRERT—E (B 2.2 1) FIAEHREE, FAIEH MergeKit (Goddard et al.,
2024) , FTEEHSERINENRESEINEN 1o AT A FIBEARIE BRI ] UER RO,

BIERCEAIEREE TR IR £,

3.2.1 Llama-SEA-LION-v3-8B-IT

B1MEBIFT

aE 1 pR, BALA Llama-SEA-LION-v3-8B Mifgsi, A Infinity Instruct (Foundation)

(Beijing Academy of Artificial Intelligence, 2024) #1 OpenMathInstruct2 (Toshniwal
et al., 2024) BUREITIESHE, WNEIRERILEEZL 950 HAHESK, FEIyRIE, FELk
B HEEMNAE, AR BRAURBRFR Y Stage-1-Llamas

52 BB IFT

BAMER SEA-Instruct FAREIATE 40 IFT, ZEBIEEASL 730 HHESX, HAp 500 5
XEA Gemma-2-27B-Instruct (Riviere et al., 2024) BHUFI Qwen?2.5-32B-Instruct #%7%
(Yang et al., 2024a) DURmNIESARN, HARNKHE Infinity-Instruct (Chat) (Beijing
Academy of Artificial Intelligence, 2024) ¥HEEMIIERRXT, FRATH LT R HIBEEIFR
Stage-2-Llama,

BREIF

seil IFT BrERfG, FAMER DARE TIES (Yu et al., 2024; Ilharco et al., 2023) 75k
Stage-1-Llama 1 Stage-2-Llama &% Llama-SEA-LION-v3-8B /1, #ATE—#AH, Fri
BT BRI AIFR DN Merge-1-Llama,

BREIF

FBER RIS R R AEMEIR IS (Catastrophic Forgetting)  (Alexandrov et al., 2024) , &
AT A, 5 EA Llama 3.1 MM & ERERE MR, FA1#H Consensus TA
(Wang et al., 2024b; Ilharco et al., 2023) #3771k, KEL Llama-3.1-8B-Instruct,
Llama3-8B-SEA-LION-v2.1-Instruct (SEA-LION Team, 2024) #1 SuperNova-Lite (Arcee-

Al 2024) &5 Merge-1-Llama H1, FATTRF BT EZAIEILFR ) Merge-2-Llama,

A R PRI s X4 55

%50
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FAMEA SIimPO (Meng et al., 2024) 1 SEA-Preference &% Merge-2-Llama #17—%
X7t B TR LR B REFR Y Aligned-SimPO-Llamas

mEGIF

/G, FAEH DELLA-Linear &3f777%, AR Llama-3.1-8B-Instruct #85& 54t ¥
Merge-2-Llama # Aligned-SimPO-Llama &7F, P4 &Z&#EA Llama-SEA-LION-v3-8B-1T,
3.2.2 Gemma-SEA-LION-v3-9B-IT

Kl 2: Gemma-SEA-LION-v3-9B-IT WillZsinife (38 3.2.2 45) . JEUIZRmEEFEM DB
M. — DXFMEBRMZ DGR, BEAEREHIE, LERRNTTHE,

81 BB 2 BBt IFT

5 Llama-SEA-LION-v3-8B-IT 28, Ff17F Gemma-2-9B &% (Riviére et al., 2024) FffH
R EBIREHITH DN IFT, B3R BRRESFR  Stage-1-Gemma — Fll

Stage-2-Gemma,
BRETF

FAEH DELLA Linear 77356 Gemma-2-9B-IT (Riviere et al., 2024) I Stage-2-Gemma
B3 Gemma-2-9B 1, FATKILFTBLAUEAIFR N Merge-1-Gemma,

A PR 4 X 57

DA Merge-1-Gemma AR, AT 1#EH SimPO 1 SEA-Preference UE&EHIT—4 XI55,
AT LR BERAIFR A Aligned-SimPO-Gemma,

RAGIF

&Jm, PA Gemma-2-9B BN AR, AR Merge-1-Gemma. FuseChat Gemma-2-9B-
Instruct (Yang et al., 2024b) . Gemma-SEA-LION-v3-9B #1 Aligned-SimPO-Gemma &
I, FEAERZER] Gemma-SEA-LION-v3-9B-IT,

3.3 Wig

X—JE g LSRR HRES). R IEREE IR 5 AP B A RE T Z [RIAURS O-F i, T
TR D E EERD AR, BRI /R r X R P 2 AR 7R R

556 11



SEA-LION : R ILIBEE 54— M4

Gemma-SEA-LION-v3-9B-IT #1 Llama-SEA-LION-v3-8B-IT A G illZrid fE 5 BIFERT 2
1350 1 1024 1 GPU /M (F£/\B H100 GPU |) . MEEINLGRCR, e a2 3 E A
Liger Kernel (Hsu et al., 2024) , SZEL T4 60% M BENFTE,

4 LR VEARSGEUR

#¢1: SEA-HELM £i& 5 3L ik

FER AR TE A E3EFT NLU (BRIESEM) . NLG (HRIESZER  NLR (HRES
) | NLI (BRIESHEND | T8 mHER 2 50 TGRS,

2] € (€1 & ID
oy ID VI TH TA . . X

9 Al Al Al (MTBench)

6 6 6

Seal.LMs-

39.19  42.72  48.50 42.59 12.06 57.14  53.33  47.00 59.81
v3-7B-Chat
Llama-3.1-8B-

41.48  51.50 51.31 45.32  15.40 77.14 75.24 63.00 56.38
Instruct
Sailor2-8B-

43.13 | 48.98 48.01 45.44 28.29 49.52 4571 40.00 69.76
Chat
Qwen2.5-7B-

44.58 | 60.28 53.46 53.43 21.03 81.90 69.52 66.00 65.66
Instruct
Gemma-2-9B-
T 55.33  64.04 59.86 57.22 52.28 88.57 78.10 71.00 68.78
Stage-1-

50.76 = 51.84 @ 51.83  46.23 27.53  69.52  73.33  59.00 42.74
Llama
Stage-2-

59.49 53.87 55.18 50.92 44.80 77.14 76.19 67.00 50.90
Llama

59.36 | 56.73 | 56.82  51.71 H 46.63 81.90 82.86 67.00 57.04

970

VI
(MTBencl

65.24

57.59

66.97

66.80

68.37

46.41

53.72

54.01



Bl

Merge-1-

Llama

Merge-2-

Llama

Aligned-
SimPO-Llama

Llama-SEA-
LION-v3-8B-
1T

Stage-1-

Gemma

Stage-2-

Gemma

Merge-1-

Gemma

Aligned-
SimPO-

Gemma

Gemma-SEA-
LION-v3-9B-
IT

58.01

51.30

61.84

56.56

66.66

69.26

69.37

69.35

ID

59.19

54.86

60.50

55.06

64.10

66.25

65.69

66.26

7t ID = ENjeis, VI= i,
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VI

52.63

51.69

61.48

54.51

61.76

64.95

65.47

64.93

TH

51.89

46.77

55.92

51.96

56.90

59.74

59.51

59.23

TA

35.40

26.40

43.61

42.74

57.85

60.41

57.38

58.82

ID
(5

£

1)

87.62

82.86

84.76

66.67

89.52

89.52

86.67

94.29

TH = &, TA = ZK/RIE

% 2: Open LLM Leaderboard FE#EMA

TER PR ARG A8 F OB VEREITEAL (R4S
GPQA. MuSR., MMLU-PRO %5##) . Gemma-SEA-LION-v3-9B-IT EUf§ T &= E 5

35.43,

58 11

VI
€

2

1)

80.95

80.00

85.71

74.29

82.86

91.43

88.57

88.57

TH
(5

£

1)

78.00

68.00

76.00

61.00

76.00

82.00

78.00

78.00

ID
(MTBench)

56.38

68.20

62.65

47.35

60.54

66.45

68.89

65.85

[FEval, Big Bench Hard. MATH,

VI
(MTBencl

59.32

64.68

68.32

47.26

58.93

64.47

73.67

73.27
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4.1 PHE LA

EILH, BATRERI 55014 LLM #1477 Hfe, {945 SealLLMs-v3 (Zhang et al., 2024a) .

Sailor-v2 (Team, 2024) . Qwen 2.5 (Yang et al., 2024a) . Gemma 2 (Riviere et al.,
2024) #1 Llama 3.1 (Dubey et al., 2024) , XERERSHENED 100 {2, SN
BRI, PRS2 9 TTTH -

ZiEa e, FA1EEH SEA-HELM HEfT#% (Leong et al., 2023; Susanto et al., 2025) 5%
N LIM NZIBES . HTRERIES (WEIIE,. SE. JHEEE) B2y p R,

AU SEA-HELM  HHATHSIR SSRGS #ET 7AW, BPENEE. ZoK/RIG. RIBHIEE
B, FMER: SEA-HELM JERCHIZEMERISR T e R WUAR B E S AN ER A MERER B, FRATIAE
F T B 7 MG ERTHE AR, RIS,

HiEPERE, T Open LLM Leaderboard (HuggingFace, 2024) PEAs AR SIEMERE,
ZHHATH A S /S EENNR: [FEval (Zhou et al., 2023) . Big Bench Hard (Suzgun et al.,
2023) . MATH (Hendrycks et al., 2021) . GPQA (Rein et al., 2023) . MuSR (Sprague
etal., 2024) 1 MMLU-PRO (Wang et al., 2024¢) .

4.2 8451

ZiEEMERE, WSk 1 AR, SEA-HELM EEMNAZE SRR, BATHHESEE Llama-SEA-LION-
v3-8B-IT M Gemma-SEA-LION-v3-9B-IT {E/REMIES LEUS T A =S ERE, Hb
Gemma-SEA-LION-v3-9B-IT &% T sl E e 2 — MBI T HAt LR M WIE S
) LLM, &1 Sailor2-8B-Chat #1 SealLMs-v3-7B-Chat, £ SEA-HELM IR (SEA-
MTBench £55FR5N) BEMFIAIES LFE5751%5 69.35,

YeiftERE. Open LLM Leaderboard MJMERENER 2 FisR, Llama-SEA-LION-v3-8B-IT #I
Gemma-SEA-LION-v3-9B-IT fEHiEIES . HAMMEEES By, HH Gemma-SEA-
LION-v3-9B-IT BUf% T =i~ E5 53 35.43,

4.3 TERE B

Frermlgy

CPT MERFERBETIKBZRELIES WEETMANR, SEMERF  CPT  MFARIFI LR,
Llama-SEA-LION-v3-8B f1 Gemma-SEA-LION-v3-9B 435kt Meta-Llama-3.1-8B il
Gemma-2-9B f£ SEA-HELM “F18E E42F T 6.05 F1 7.19, FA T RIF5 S EEEE S IHEF+

%90
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JeNEE, BATNNXZRY CPT FRALZETHE QA AR EAE B AE T IIZRA), S CPT
BRUALE Open LLM Leaderboard ZMENIX L5 Meta-Llama-3.1-8B 1 Gemma-2-9B H:fiifs
RURIIAEY, RIAMEH 25% %IE token MHTIIZRANERRAMEM T CPT HRMRMEMEE S
(Zheng et al., 2024a) .

s 1 R, BAES Gemma ZRATAEZIES FMENN_ERIELF, A, BAHIER T
MHAEZEN AT LLM B a] i) —i@id £ Llama 3.1 BN HFRAIWAESR, £ Llama 3.1 B9
REMRT Qwen =X Sailor, FAMYREMEEBEFTHENF, CPT HIEIAIHAFLAHR) SER L RE /M 4K
DIRfF s AL 1,

B 1BE: SRR

551 IFT REERE TR, RESASEIER TSN — e 1. BTN CPT £
BT Llama-3.1-8B W, H CPT JRECHISS MeEaE ) (WK 2) o BATMEE
Stage-1-Llama F1 Stage-1-Gemma 43 3lI#E IFEval ZEMiA_E 358G 6RE 2T T 3.86
1 9.72, 1 SEA-HELM HMEMIK |, Stage-1-Llama il Stage-1-Gemma [ FEIFETF53 50
7.9 %1 7.47,

2B BHEEIRS A
5 2 WBIFT BAET S S RUERIRE S, It/ FAAE A 25 R S R 0 7

i, Stage-2-Llama #1 Stage-2-Gemma £ SEA-HELM HUEMNA EAHECES 1 B EBBRL 5]
SERSERA T 8.73 #110.16

A1 AlE TR 2 Bt

REE 1 2 MBI T REHRE, ERATIEEFHAR B RS SNV TES 2 BrEE1
RIFTE, WX —RE, AT 1 A5 2 MR EIEE] CPT B8, 25 Merge-1-
Gemma HESHRAN 2.6, BATIEWEZE] Merge-1-Llama fE£fiH SEA-HELM FEENIAT55 E
B 1RF

A 2 MRS B

N TEFGIA Llama 3.1 f1 Gemma 2 BRI EIE A M. HEXEMEEE, FilH—
HEFFFFIRIE B, BT MG IEFZRIER MT-Bench EfEIIA S8 EMEE| BT
{EhMEE| SEA-HELM “FEPERERVERM N2 DL ENJETE MTBench 728G TRE, TN
IX R BRI RIE B MR T AR RN, T Merge-1-Gemma E41F SEA-HELM ik
M ERBUL S, BADERBNS Gemma BIRIFTIX— 3%,

X5FBR

%510 171
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RS N fwaf TR R, T/ & SEA MTBench PEREMAE A SEA-HELM %
HEMNAAE S, A TSR MERITERTAIE S Y SEA MTBench 1ERE EISHT 248, i, X
FEREETEEIERE I ANENETEREIAR SEA-HELM PERERTESSL N,

XFFH R A SR KR, EATFIMESURAIIEIE, (EHAEE 255 R S AR 5
B S I A T, BAZRAE N — 2D PRI — A,

RAGIF: dlEM5TEY

AMERTTLS HIIRE SRR, T Merge-2-Llama il Merge-1-Gemma 5 Aligned-SimPO-
Llama #1 Aligned-SimPO-Gemma PAR# BERIRFIAEE 3.2.1 #1 3.2.2 TR A& RbF-J5 7
NEERRLHAT & I,

AT Llama-SEA-LION-v3-8B-1T, AT TWI%EE] SEA-HELM ~FEIPEREMN FFHTBERY 51.30 BE1R
THE 61.84, TESKH SEA-HELM BOMESSERERUIR T, X —MEREIRTHRR T AT B MERIR (L
R s TR PR R T SRR A T 5 DU AR I i B — R R R 1 {EL

T Gemma-SEA-LION-v3-9B-IT, B RAHE/DHYSIIZRP BREEAREE] T Llama-SEA-LION-
v3-8B-IT HmAMERE, FRATTRIX—MEREIHY) T Gemma 2 FERHAEERYAY & RE DAL B R AVTRIVCZR K
i (Takase et al., 2024 EUERAE RAVIANCIRAE L H 4 AIRIRY)

5 &g

RERFANE AR AFFEEINES 200, BETHR LLM FR152R6k = B3 IRFI R TE 5
K, TEASH, FfHEH T Llama-SEA-LION-v3-8B-IT #l Gemma-SEA-LION-v3-9B-IT,
PEET Llama 1 Gemma 5% LLM, &1 @ mIZrAEREEIE 5 LR RIeHETEREN 215
5 LLM, SEA-LION U 7R AFARMIIES K LLM FFR R, MR 52 2T,
AT RIS, DAEANZREE 216 S LLM BYR] S AR e

H11 T
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Bisk A

A.1 R SRR AL A

% 3:  (EROURAERE RN R L )RR ER) SEA-HELM 2355 &ML (NLU,
NLG. NLR. NLI f{5%E78) .

T 4: TEROPBERIAFRREE AR /Y Open LLM Leaderboard E i,

EEBA

- 10X et al. (2024). SCB 10X, VISTEC, and SEACrowd. Thai LLM Leaderboard.
- AI Products Team (2024). Al Singapore Al Products Team. SEA-HELM.

- Al Singapore (2023). AISG AI Singapore. SEA-LION-Pile.

- Al Singapore (2025). AISG AI Singapore. SEA-LION-Pile-v2.

- Alexandrov et al. (2024). Mitigating catastrophic forgetting in language transfer via
model merging. In Findings of EMNLP 2024.

- Arcee-Al (2024). Llama-3.1-SuperNova-Lite.

- Barbaresi (2021). Trafilatura: A Web Scraping Library and Command-Line Tool for

Text Discovery and Extraction. In ACL 2021 System Demonstrations.
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