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摘要

近年来，大语言模型（Large Language Models, LLMs，大型语言模型）凭借其处理和生成自然

语言的能力，主导了人工智能领域的大部分研究。然而，LLM  的研究和开发大多以英语为中心，

导致东南亚（Southeast Asia, SEA）地区等低资源语言的代表性严重不足。为弥补这一代表性差

距，我们推出了 Llama-SEA-LION-v3-8B-IT 和 Gemma-SEA-LION-v3-9B-IT 两个前沿的多语

言 LLM，专为东南亚语言设计。SEA-LION 系列 LLM 支持 11 种东南亚语言，包括：英语、中



文、印尼语、越南语、马来语、泰语、缅甸语、老挝语、菲律宾语、泰米尔语和高棉语。我们的

工作利用大规模多语言持续预训练（Continued  Pre-Training,  CPT）以及包含多阶段指令微调

（Instruction Fine-Tuning, IFT）、对齐（Alignment）和模型合并（Model Merging）的综

合后训练流程。在多语言基准测试中的评估结果表明，我们的模型在支持东南亚语言的 LLM 中达

到了最先进的性能。我们以开源方式发布模型，以惠及更广泛的东南亚社区。

1 引言

大语言模型（LLMs）极大地推动了自然语言处理（Natural Language Processing, NLP）领域

的发展，在文本生成、摘要和情感分析方面取得了卓越的性能（Brown  et  al.,  2020;  OpenAI,

2023; Dubey et al., 2024; Rivière et al., 2024; Zhang et al., 2024b; Yeo et al., 2024）。尽管

LLM 能力令人印象深刻，但其中绝大多数仍然非常以英语为中心（Wendler et al., 2024; Zhong

et al., 2024）。

不幸的是，这种情况导致东南亚（SEA）等拥有众多低资源语言的地区在 LLM 方面处于劣势。菲

律宾语、老挝语、缅甸语和高棉语等低资源语言未被许多以英语为中心的开源 LLM 所支持，例如

Llama（Dubey et al., 2024）和 Olmo（Groeneveld et al., 2024）。这迫切需要缩小英语与东

南亚语言之间的语言资源和代表性差距。

近年来，已有许多以开源方式创建多语言 LLM 的尝试。例如，BLOOM（Scao et al., 2022）项

目旨在通过支持  46  种自然语言来增加开源  LLM  中的多语言能力。Llama（Dubey  et  al.,

2024）、Gemma（Rivière et  al.,  2024）和 Qwen（通义千问，Yang et  al.,  2024a）等主流

LLM  系列也在其最新版本中引入了多语言  LLM。在我们的评估中，我们发现这些模型在一般情

况下（即基于英语数据集构建的评估基准上）的性能尚可，但在东南亚特定的基准测试上性能明

显下降。

此外，研究人员也推出了  SeaLLMs（Nguyen  et  al.,  2024;  Zhang  et  al.,  2024a）和  Sailor

（Dou et al., 2024）等 LLM，专门解决东南亚语言的 LLM 差距。然而，这些模型在泰语或泰米

尔语等语言上的表现仍不理想（泰米尔语是新加坡的官方语言之一，也在马来西亚等东南亚其他

地区使用）（10X et al., 2024; AI Products Team, 2024）。

在本文中，我们通过提出一个具有数据透明性和可重复性的强健开源东南亚模型来解决上述问

题，即 SEA-LION ——一系列在 Llama-3.1-8B-Instruct 和 Gemma-2-9B 上进行 CPT 和微调的

LLM，专注于东南亚语言。为解决性能问题，我们使用了  2000  亿个英语、代码和东南亚语言的

token（词元）以及 1680 万对英语和东南亚语言的指令-回答对，分别用于 CPT 和后训练步骤，
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从而在东南亚语言上取得显著提升。为了让所有人不受限制地使用我们的模型，我们以完全开放

的 MIT 许可证发布模型。

我们在 SEA-HELM（Susanto et al., 2025）和 Open LLM Leaderboard（开放 LLM 排行榜）

上将我们的模型与东南亚地区类似规模的其他 LLM（如 Sailor 2（Team, 2024）和 SeaLLMs 3

（Zhang et al., 2024a））进行基准测试，我们的模型达到了最先进的性能。

我们的主要贡献总结如下：

我们发布了两个 LLM：Llama-SEA-LION-v3-8B-IT 和 Gemma-SEA-LION-v3-9B-IT，经过

精心训练以准确代表东南亚语言独特的语言多样性。

我们还在本文中提供了端到端训练流程的深入洞察，以惠及开发多语言 LLM 的社区。

2 持续预训练（CPT）

2.1 预训练数据

CPT  数据由精心策划的英语、多语言和代码语料库组成，来自多个开源数据仓库，包括  Dolma

（Soldaini et al., 2024）、FineWeb（Penedo et al., 2024）、the-stack-v2（Lozhkov et al.,

2024）、SEA-LION-Pile（AI  Singapore,  2023）、SEA-LION-Pile-v2（AI  Singapore,

2025），以及来自  CommonCrawl（CommonCrawl,  2024）和维基百科（Foundation,

2024）等公共领域的文档。

对于  SEA-LION-Pile-v2，我们使用预训练的  fastText  语言分类器（Joulin  et  al.,  2017）从

CommonCrawl  WARC  数据中筛选东南亚语言（即缅甸语、简体中文、印尼语、高棉语、老挝

语、马来语、菲律宾语、泰米尔语、泰语和越南语）的文档。如果文档元数据中报告的语言代码

与上述东南亚语言之一匹配，则保留该文档。此外，我们还使用  Trafilatura（Barbaresi,

2021）进一步清洗数据。

为确定  CPT  过程中东南亚语言、代码和英语之间的最佳数据集比例，我们进行了一系列小规模

CPT 实验，每次训练预算为 100 亿个 token，并使用不同比例的英语、代码和东南亚语言数据。

最终，我们确定了最佳数据混合比例为：55% 东南亚语言、25% 英语和 20% 代码 token，总预

算为 2000 亿个 token。各语言的详细 token 数量分布请参阅模型卡片。

• 

• 
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2.2 CPT 流程

模型选择。 我们选择 Llama-3.1-8B-Instruct（Dubey et al., 2024）和 Gemma-2-9B（Rivière

et al., 2024）作为 CPT 的基础模型。

训练设置。 参照先前工作（Dou  et  al.,  2024），我们使用  BPE-Dropout（BPE  随机丢弃，

Provilkov  et  al.,  2020）来提高训练的性能和鲁棒性。我们使用  Warmup-Stable-Decay

（WSD，预热-稳定-衰减）学习率调度器（Hu  et  al.,  2024），预热和冷却阶段各占整个训练预

算的  10%。我们使用  AdamW  优化器（Loshchilov  and  Hutter,  2019），最大学习率设为

1e-5，冷却后的最终学习率为  1e-7。参照  Wortsman  et  al.（2024），我们将  epsilon  设为

1e-15。

我们使用 Composer（Team, 2021）和 LLM Foundry（Team, 2022）进行分布式训练，采用

完全分片数据并行（Fully Sharded Data Parallel, FSDP）（Zhao et al., 2023），在 Amazon

Web Services（AWS）的八个 p5.48xlarge 实例节点的集群上运行。Llama 3.1 和 Gemma 2

模型的总训练时间分别约为 6 天和 10 天。

在本文中，我们将 CPT 后的模型分别称为 Llama-SEA-LION-v3-8B（Llama 3.1 持续预训练模

型）和 Gemma-SEA-LION-v3-9B（Gemma 2 持续预训练模型）。

3 后训练

3.1 后训练数据

用于指令微调的后训练数据包括 Infinity-Instruct  [Foundation 和 Chat]（Beijing Academy

of Artificial Intelligence, 2024）、OpenMath-Instruct 2（Toshniwal et al., 2024）以及我

们自己的 SEA-Instruct 数据集。

其中，SEA-Instruct 由多个开源指令数据集、一个按照 Magpie（Xu et al., 2024）模板合成生

成的数据集以及从东南亚母语者收集的手工制作数据集组成。SEA-Instruct  和  SEA-Preference

数据集的完整详情请参阅模型卡片。

图 1：Llama-SEA-LION-v3-8B-IT 的训练流程（第 3.2.1 节）。 后训练流程包括 2 个阶段的指

令微调、一个对齐阶段和多个合并阶段。虚线表示合并阶段，实线表示对齐阶段。

SEA-LION：东南亚语言统一网络

第 4 页



3.2 后训练流程

我们使用 LLaMaFactory（Zheng et al., 2024b）配合 DeepSpeed（Rasley et al., 2020）进行

所有指令微调（IFT）和对齐步骤。所有  IFT  阶段均采用全模型微调（Full  Model  Fine-

Tuning），模型来自前一步骤（第 2.2 节）和现有模型。我们使用 MergeKit（Goddard et al.,

2024），所有合并步骤的权重和密度参数均设为  1。用于合并的模型根据模型许可证的开放性、

合并适配性和性能进行经验性选择。

3.2.1 Llama-SEA-LION-v3-8B-IT

第 1 阶段 IFT

如图 1 所示，我们以 Llama-SEA-LION-v3-8B 为起点，使用 Infinity Instruct (Foundation)

（Beijing Academy of Artificial Intelligence, 2024）和 OpenMathInstruct2（Toshniwal

et al., 2024）数据集进行指令微调。两个数据集共包含约 950 万对指令对，主要为英语，围绕推

理、数学和代码。我们将此阶段的模型称为 Stage-1-Llama。

第 2 阶段 IFT

我们使用 SEA-Instruct 数据集进行第二轮 IFT，该数据集包含约 730 万对指令对，其中 500 万

对使用 Gemma-2-27B-Instruct（Rivière  et  al.,  2024）模型和 Qwen2.5-32B-Instruct  模型

（Yang  et  al.,  2024a）以东南亚语言生成。其余为来自  Infinity-Instruct  (Chat)（Beijing

Academy  of  Artificial  Intelligence,  2024）数据集的英语指令对。我们将此阶段的模型称为

Stage-2-Llama。

第一次合并

完成  IFT  阶段后，我们使用  DARE  TIES（Yu  et  al.,  2024;  Ilharco  et  al.,  2023）方法将

Stage-1-Llama 和 Stage-2-Llama 合并到 Llama-SEA-LION-v3-8B 中，进行第一轮合并。我们

将此阶段的模型称为 Merge-1-Llama。

第二次合并

为减轻微调过程中的灾难性遗忘（Catastrophic Forgetting）（Alexandrov et al., 2024），我

们进行第二轮合并，合并具有 Llama 3.1 血统的高性能指令微调模型。我们使用 Consensus TA

（Wang  et  al.,  2024b;  Ilharco  et  al.,  2023）合并方法，将原始  Llama-3.1-8B-Instruct、

Llama3-8B-SEA-LION-v2.1-Instruct（SEA-LION Team, 2024）和 SuperNova-Lite（Arcee-

AI, 2024）合并到 Merge-1-Llama 中。我们将此阶段的模型称为 Merge-2-Llama。

有用性和偏好对齐
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我们使用 SimPO（Meng et al., 2024）和 SEA-Preference 数据集对 Merge-2-Llama 进行一轮

对齐。我们将此阶段的模型称为 Aligned-SimPO-Llama。

最终合并

最后，我们使用 DELLA-Linear 合并方法。以原始 Llama-3.1-8B-Instruct 模型为合并基础，将

Merge-2-Llama 和 Aligned-SimPO-Llama 合并，产生最终模型 Llama-SEA-LION-v3-8B-IT。

3.2.2 Gemma-SEA-LION-v3-9B-IT

图 2：Gemma-SEA-LION-v3-9B-IT 的训练流程（第 3.2.2 节）。 后训练流程包括两个阶段的

指令微调、一个对齐阶段和多个合并阶段。虚线表示合并阶段，实线表示对齐阶段。

第 1 阶段和第 2 阶段 IFT

与 Llama-SEA-LION-v3-8B-IT 类似，我们在 Gemma-2-9B 模型（Rivière et al., 2024）上使用

相同的数据集进行两个阶段的  IFT。我们分别将两个阶段的模型称为  Stage-1-Gemma  和

Stage-2-Gemma。

第一次合并

我们使用 DELLA Linear 方法将 Gemma-2-9B-IT（Rivière et al., 2024）和 Stage-2-Gemma

合并到 Gemma-2-9B 中。我们将此阶段的模型称为 Merge-1-Gemma。

有用性和偏好对齐

以 Merge-1-Gemma 为基础模型，我们使用 SimPO 和 SEA-Preference 数据集进行一轮对齐。

我们将此阶段的模型称为 Aligned-SimPO-Gemma。

最终合并

最后，以 Gemma-2-9B 模型为基础模型，我们将 Merge-1-Gemma、FuseChat Gemma-2-9B-

Instruct（Yang et al.,  2024b）、Gemma-SEA-LION-v3-9B 和 Aligned-SimPO-Gemma 合

并，产生最终模型 Gemma-SEA-LION-v3-9B-IT。

3.3 讨论

这一后训练工作流强调在通用能力、东南亚特定语言流利性和自然对话能力之间的精心平衡。工

作流中的每一步都旨在逐步优化模型，确保满足东南亚地区用户的多样化需求。
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Gemma-SEA-LION-v3-9B-IT  和  Llama-SEA-LION-v3-8B-IT  的整个后训练过程分别耗时约

1350 和 1024 个 GPU 小时（在八块 H100 GPU 上）。为提高训练效率，所有后训练步骤均使用

Liger Kernel（Hsu et al., 2024），实现了约 60% 的显著内存节省。

4 实验设置与结果

表 1：SEA-HELM 多语言基准测试

在类似规模的指令模型上进行 NLU（自然语言理解）、NLG（自然语言生成）、NLR（自然语言

推理）、NLI（自然语言推断）、指令遵循和多轮对话的评估。

模型
平均

分
ID VI TH TA

ID

（指

令遵

循）

VI

（指

令遵

循）

TH

（指

令遵

循）

ID

（MTBench）

VI

（MTBench）

TH

（MTBench）

SeaLLMs-

v3-7B-Chat
39.19 42.72 48.50 42.59 12.06 57.14 53.33 47.00 59.81 65.24 56.59

Llama-3.1-8B-

Instruct
41.48 51.50 51.31 45.32 15.40 77.14 75.24 63.00 56.38 57.59 54.34

Sailor2-8B-

Chat
43.13 48.98 48.01 45.44 28.29 49.52 45.71 40.00 69.76 66.97 73.94

Qwen2.5-7B-

Instruct
44.58 60.28 53.46 53.43 21.03 81.90 69.52 66.00 65.66 66.80 68.71

Gemma-2-9B-

IT
55.33 64.04 59.86 57.22 52.28 88.57 78.10 71.00 68.78 68.37 73.51

Stage-1-

Llama
50.76 51.84 51.83 46.23 27.53 69.52 73.33 59.00 42.74 46.41 46.46

Stage-2-

Llama
59.49 53.87 55.18 50.92 44.80 77.14 76.19 67.00 50.90 53.72 46.97

59.36 56.73 56.82 51.71 46.63 81.90 82.86 67.00 57.04 54.01 50.28
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模型
平均

分
ID VI TH TA

ID

（指

令遵

循）

VI

（指

令遵

循）

TH

（指

令遵

循）

ID

（MTBench）

VI

（MTBench）

TH

（MTBench）

Merge-1-

Llama

Merge-2-

Llama
58.01 59.19 52.63 51.89 35.40 87.62 80.95 78.00 56.38 59.32 58.86

Aligned-

SimPO-Llama
51.30 54.86 51.69 46.77 26.40 82.86 80.00 68.00 68.20 64.68 64.92

Llama-SEA-

LION-v3-8B-

IT

61.84 60.50 61.48 55.92 43.61 84.76 85.71 76.00 62.65 68.32 65.13

Stage-1-

Gemma
56.56 55.06 54.51 51.96 42.74 66.67 74.29 61.00 47.35 47.26 55.05

Stage-2-

Gemma
66.66 64.10 61.76 56.90 57.85 89.52 82.86 76.00 60.54 58.93 58.76

Merge-1-

Gemma
69.26 66.25 64.95 59.74 60.41 89.52 91.43 82.00 66.45 64.47 65.00

Aligned-

SimPO-

Gemma

69.37 65.69 65.47 59.51 57.38 86.67 88.57 78.00 68.89 73.67 73.51

Gemma-SEA-

LION-v3-9B-

IT

69.35 66.26 64.93 59.23 58.82 94.29 88.57 78.00 65.85 73.27 69.07

注：ID = 印尼语，VI = 越南语，TH = 泰语，TA = 泰米尔语

表 2：Open LLM Leaderboard 基准测试

在类似规模的不同指令模型上的英语性能评估（包括  IFEval、Big  Bench  Hard、MATH、

GPQA、MuSR、MMLU-PRO  等基准）。Gemma-SEA-LION-v3-9B-IT  取得了最高的平均分

35.43。
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4.1 评估设置

在评估中，我们将模型与知名 LLM 进行了比较，包括 SeaLLMs-v3（Zhang et al., 2024a）、

Sailor-v2（Team,  2024）、Qwen  2.5（Yang  et  al.,  2024a）、Gemma  2（Rivière  et  al.,

2024）和 Llama 3.1（Dubey et al., 2024），这些模型的参数量均不超过 100 亿，与我们的模

型规模相当。评估分为两个方面：

多语言性能。 我们使用 SEA-HELM 排行榜（Leong et al., 2023; Susanto et al., 2025）评估每

个 LLM 的多语言性能。由于低资源语言（如老挝语、高棉语、菲律宾语）缺乏适当的基准测试，

我们仅对  SEA-HELM  排行榜涵盖的语言进行了基准测试，即印尼语、泰米尔语、泰语和越南

语。我们选择  SEA-HELM  是因为该基准的设计最能反映东南亚文化和知识的性能表现。我们使

用了官方网站上的评估代码，未做任何修改。

英语性能。 我们使用 Open LLM Leaderboard（HuggingFace, 2024）评估模型的英语性能。

该排行榜包含六个基准测试：IFEval（Zhou et al., 2023）、Big Bench Hard（Suzgun et al.,

2023）、MATH（Hendrycks et al., 2021）、GPQA（Rein et al., 2023）、MuSR（Sprague

et al., 2024）和 MMLU-PRO（Wang et al., 2024c）。

4.2 结果

多语言性能。 如表 1 所示，SEA-HELM 基准测试结果表明，我们的指令模型 Llama-SEA-LION-

v3-8B-IT  和  Gemma-SEA-LION-v3-9B-IT  在东南亚语言上取得了有竞争力的性能，其中

Gemma-SEA-LION-v3-9B-IT 达到了最高的平均性能之一。两个模型均优于其他专注东南亚语言

的  LLM，如  Sailor2-8B-Chat  和  SeaLLMs-v3-7B-Chat，在  SEA-HELM  基准测试（SEA-

MTBench 任务除外）覆盖的所有语言上平均分达到 69.35。

英语性能。 Open  LLM  Leaderboard  的性能如表  2  所示。Llama-SEA-LION-v3-8B-IT  和

Gemma-SEA-LION-v3-9B-IT  在英语语言、数学和推理任务上均表现出色，其中  Gemma-SEA-

LION-v3-9B-IT 取得了最高的平均分 35.43。

4.3 性能分析

持续预训练

CPT  阶段主要聚焦于获取东南亚语言的能力和知识。与基础模型和  CPT  模型的对比表明，

Llama-SEA-LION-v3-8B  和  Gemma-SEA-LION-v3-9B  分别比  Meta-Llama-3.1-8B  和

Gemma-2-9B 在 SEA-HELM 平均性能上提升了 6.05 和 7.19。我们观察到指令遵循能力的提升
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尤为显著，我们认为这是因为  CPT  模型是基于指令版模型而非基础模型进行训练的。两个  CPT

模型在 Open LLM Leaderboard 基准测试上也与 Meta-Llama-3.1-8B 和 Gemma-2-9B 基础模

型表现相当，表明使用  25%  英语  token  进行训练的选择有效缓解了  CPT  带来的灾难性遗忘

（Zheng et al., 2024a）。

如表 1 所示，我们选择 Gemma 是因为它在多语言基准测试上表现最好。然而，我们也证明了我

们的框架对所有 LLM 均可推广——通过在 Llama 3.1 上应用我们的框架，虽然 Llama 3.1 的性

能低于 Qwen 或 Sailor，我们仍能使其超越所有对手。CPT 模型和其他基础模型的完整性能分数

见附录 A.1。

第 1 阶段：英语指令微调

第 1 阶段 IFT 主要聚焦于获取数学、代码和英语通用指令遵循的一般能力。虽然我们的 CPT 模型

基于  Llama-3.1-8B  的指令版，但  CPT  过程已削弱了指令遵循能力（见表  2）。我们观察到

Stage-1-Llama 和 Stage-1-Gemma 分别在 IFEval 基准测试上的英语指令遵循能力提升了 3.86

和 9.72。在 SEA-HELM 基准测试上，Stage-1-Llama 和 Stage-1-Gemma 的平均提升分别为

7.9 和 7.47。

第 2 阶段：多语言指令微调

第 2 阶段 IFT 聚焦于多语言和推理能力。通过在东南亚语言和更高复杂度的英语指令对上进行指

令微调，Stage-2-Llama 和 Stage-2-Gemma 在 SEA-HELM 基准测试上相比第 1 阶段模型分别

平均提升了 8.73 和 10.1。

合并 1：组合第 1 和第 2 阶段

尽管第 1 和第 2 阶段取得了显著进展，但我们观察到早期阶段的灾难性遗忘效应在第 2 阶段后仍

然存在。为缓解这一问题，我们将第 1 和第 2 阶段的模型合并到 CPT 模型中，之后 Merge-1-

Gemma 的平均提升为 2.6。我们还观察到 Merge-1-Llama 在所有 SEA-HELM 基准测试任务上

均有提升。

合并 2：融入指令模型

为了重新引入 Llama 3.1 和 Gemma 2 模型中观察到的回复有用性、相关性和信息量，我们进一

步合并开源指令模型。虽然我们在越南语和泰语的 MT-Bench 基准测试分数上观察到显著提升，

但也观察到 SEA-HELM 平均性能的轻微下降以及印尼语 MTBench 分数的轻微下降，我们认为

这是越南语和泰语显著性能提升的可接受代价。由于 Merge-1-Gemma 已经在 SEA-HELM 基准

测试上表现优异，我们选择跳过 Gemma 模型的这一步骤。

对齐步骤
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在将模型与人类偏好对齐的步骤中，我们优先考虑 SEA MTBench 性能而非其他 SEA-HELM 基

准测试任务。我们观察到两个模型在所有语言的 SEA MTBench 性能上均有广泛提升。然而，这

伴随着指令遵循能力和印尼语整体 SEA-HELM 性能的轻微下降。

对齐步骤显著推动模型生成更长、更有帮助和更敏感的回复，但也在更多任务特定基准测试和某

些语言的指令遵循方面有所折衷，我们尝试在下一步中解决这一问题。

最终合并：组合对齐模型

为补偿前几步中的能力下降，我们将 Merge-2-Llama 和 Merge-1-Gemma 与 Aligned-SimPO-

Llama 和 Aligned-SimPO-Gemma 以及各自模型系列中第 3.2.1 和 3.2.2 节描述的各种开源预

训练模型进行合并。

对于 Llama-SEA-LION-v3-8B-IT，我们观察到 SEA-HELM 平均性能从对齐阶段的 51.30 显著提

升至 61.84，主要来自 SEA-HELM 核心任务性能的提升。这一性能提升展示了基于每个模型的优

缺点进行经验性选择预训练模型进行合并以产生远超单一模型的价值。

对于  Gemma-SEA-LION-v3-9B-IT，它以更少的后训练步骤轻松达到了比  Llama-SEA-LION-

v3-8B-IT 更高的性能。我们将这一性能归功于 Gemma 2 基础模型的高性能以及更大的词汇表规

模（Takase et al., 2024 已证明更大的词汇表能产生更好的模型）。

5 结论

尽管东南亚拥有庞大的人口和丰富的语言多样性，但在开源 LLM 中仍然缺乏资源和准确的语言文

化代表。在本文中，我们推出了 Llama-SEA-LION-v3-8B-IT 和 Gemma-SEA-LION-v3-9B-IT，

两个基于 Llama 和 Gemma 系列 LLM、经过全面训练以在东南亚语言上达到最先进性能的多语

言 LLM。SEA-LION 代表了显式支持东南亚语言的 LLM 开发的新进展。两个模型均完全开源，

可用于商业用途，以增加东南亚多语言 LLM 的可及性和创新性。
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附录 A

A.1 持续预训练模型的基准测试

表  3： 在类似规模的基础模型和持续预训练模型上的  SEA-HELM  多语言基准测试（NLU、

NLG、NLR、NLI 和指令遵循）。

表 4： 在类似规模的不同持续预训练模型上的 Open LLM Leaderboard 基准测试。
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